NEW APPROACH FOR PLANAR PATCH SEGMENTATION USING AIRBORNE LASER DATA
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ABSTRACT

Segmentation of LIDAR data has been repeatedly addressed by prior research in the photogrammetric community. The main motivations behind such research are to abstract the huge number of points in a typical LIDAR survey and to relate the LIDAR discrete points to physical objects. The key challenges for an effective and accurate segmentation of LIDAR data are: 1) defining meaningful neighborhoods among irregularly spaced points; 2) deriving useful attributes for the established neighborhoods; and 3) aggregating neighboring points with similar attributes into clusters. In this paper, we present a new LIDAR segmentation technique for planar patches which addresses the above challenges. First, an existing neighborhood definition, which is based on the physical characteristics of the surface, is adopted. The neighborhood of a given point is defined as neighboring points that belong to the same surface. Such a definition has a positive impact on the derived attributes for the defined neighborhoods. Since we are mainly focusing on the segmentation of planar patches, the derived attribute is the magnitude of the surface normal from the origin to the established plane through LIDAR footprints within a given neighborhood. An accumulator array is used to aggregate points with similar attributes into clusters. To avoid ambiguities resulting from the use of the magnitude of the surface normal as the attribute, we adopt an accumulator array that is based on attributes derived from two origins. Since accumulator arrays cluster spatially separate coplanar patches into one group even though they are physically different, the boundaries of derived clusters are used to resolve ambiguities in clustering. It should be noted that the derived boundaries do not represent the actual boundaries of the physical objects being segmented. In other words, these are the boundaries as determined by the LIDAR footprints, and their deviation from the physical boundaries depends on the average point density of the LIDAR data. Therefore, regularization of the extracted boundaries is introduced so that they are as close to the actual boundaries as possible. Experimental results from real data are introduced to highlight the major components of the proposed methodology and these results have proven its feasibility and robustness.
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INTRODUCTION

The advent of LIDAR systems has provided the photogrammetric/remote sensing research community with the potential to satisfy the detail level and complexity requirements of various applications such as creation of Digital Building Models, large scale ortho-photo generation, city modeling, object recognition, and photorealistic 3D models. Therefore, there has been significant interest within the photogrammetric community to develop segmentation methodologies. Various approaches have been suggested since the importance of measurements from LIDAR systems was recognized. Techniques for the segmentation of LIDAR points can be roughly divided into two categories (Vosselman, 2004). In the first category, one includes the techniques that segment point clouds based on the proximity of points and the similarity of attributes locally estimated from the surface. The techniques belonging to second category aggregate points with similar attributes into clusters in a parameter space (or attribute space).
Jiang and Bunke (1996) proposed a scan line segmentation methodology which first splits each scan line into straight line segments and merges them with segments of adjacent scan lines based on a similarity criterion. Sithole and Vosselman (2003) adopted and modified this methodology while grouping points on scan lines based on proximity in 3D. The surface growing method, which is adopted for LIDAR points from region growing techniques of image processing, extends seed regions to adjacent points while considering the proximity, similarity and continuity of points (Hoover et al., 1996, and Lee and Schenk, 2001). In other words, the points which are located near the seed region and that have attributes similar to those of the seed region are categorized into the same group as the seed region. This extension of the region is executed iteratively until no more points with similar attributes exist.

Compared with the scan line segmentation technique and the surface growing method built in the object space, there are techniques which segment points in the parameter space (or attribute space). The well-known Hough transform (Hough, 1962) can be extended to deal with surfaces in 3D. Each point \((x, y, z)\) in a LIDAR dataset defines a non-vertical plane \(z = s_x x + s_y y + d\) in the 3D parameter space, where \(s_x\) and \(s_y\) represent the slopes in the \(x\) and \(y\) directions, respectively, and \(d\) denotes the \(z\)-intercept. One LIDAR point on a planar surface defines a plane in the parameter space. Therefore, points on the same plane intersect in the parameter space at the position that corresponds to the slopes and distance of the plane. The number of planes that intersect at this position is theoretically equal to the number of points in the object space that are located on the planar surface (Vosselman and Dijkman, 2001). In implementation, the parameter space is quantized and the bin with the highest number of planes, which represents the largest amount of points on the corresponding planar surface in the object space, can be used.

Another methodology performs clustering based on an attribute vector consisting of the surface texture measures, the parameters of the tangent plane defined from the points neighboring a certain point, etc. (Axelsson, 1999, Mass, 1999, and Filin, 2002). Vosselman et al. (2004) proposed this technique and Filin and Pfeifer (2006) implemented it for segmentation based on normal vectors using a slope adaptive neighborhood. The normal vector slopes in the \(x\) and \(y\) directions and \(d\), the \(z\)-intercept, can be computed from the defined neighborhood. To reduce the dimension of the parameter space for efficiency or memory requirement purposes, a two-dimensional parameter space is first constructed to utilize the normal vector slopes. All normal vectors of points belonging to the same plane are located at the same position in the parameter space because the points have the same normal vector slope. Thus, the points on the planes make the same number of peaks as the planes in the parameter space. The points located at different peaks are separated into different clusters. However, ambiguity arises with planes that have the same slope but different \(z\)-intercepts. All points which have similar normal vector slopes are separated based on the remaining parameter \(d\) through either the same use of the one-dimensional parameter space or connectivity analysis of the points in the object space. In our view, the above segmentation techniques suffer from the following problems: 1) Surface growing based segmentation depends heavily on the selection of seed points (or seed regions); the segmentation performance might be sensitive to the choice of seed points (Besl and Jain, 1998). 2) The segmentation technique based on the Hough transform does not consider the connectivity of points. This limitation causes the segmentation results to contain many spurious surfaces which do not exist in reality (Vosselman, 2001, Filin, 2002). 3) The clustering techniques based on the attribute vector do not involve seed points; however, the efficiency issue arises. With the increase in the number of attributes that are utilized in the clustering procedure, the amount of memory required increases tremendously.

In terms of the manipulation of LIDAR data, the proposed methodology considers both the similarity and the connectivity of LIDAR points and reduces the dimension of the attribute space, while circumventing the limitations of existing segmentation techniques. The following section describes the proposed technique for LIDAR point segmentation with an efficient attribute space and the resolution of ambiguity from co-planarity. This discussion is followed by an explanation of boundary regularization, which makes the results as close to the real boundary as possible. Afterwards, experimental results with real data are presented to verify the feasibility and performance of the suggested methodology. Finally, conclusions and recommendations for future work are summarized.

**LIDAR POINT SEGMENTATION**

In general, the objective of LIDAR point segmentation techniques is to abstract the huge number of points in a typical LIDAR survey and to relate the points to physical objects. The proposed methodology begins with the definition of the neighborhood of a point. Neighboring points are identified according to the connectivity of points within the neighborhood. A set of attributes for each point are then computed using its neighboring points. Finally, clustering is implemented based on the similarity of the computed attributes of the points. In other words, points that have
homogeneous attributes are separated from the remaining points and are represented as a distinct group, while considering the connectivity of the points in the object space. This research mainly focuses on the segmentation of man-made structures, which has been identified as the most difficult problem in photogrammetric research. As man-made structures mostly consist of planar patches, they are our target for segmentation in this paper. The proposed methodology for planar patch segmentation will be explained in detail, following four main steps: 1) Neighborhood definition, 2) Attribute derivation, 3) Clustering of neighboring points with similar attributes, and 4) Boundary regularization.

**Neighborhood Definition**

Neighborhood definition is the starting point for planar patch segmentation. The way in which the neighborhood of a LIDAR point is defined significantly affects the set of attributes computed for the point. Three different types of neighborhood definitions will be introduced and reviewed. One way in which the neighborhood of a point can be defined is by considering its proximity to other points that are projected onto the XY plane. The use of Triangular Irregular Networks (TIN) is the well-known technique based on this neighborhood definition. It has been used mainly for analyzing random 3D points. However, serious drawbacks are revealed when points are located close to one another on the XY plane but do not belong to the same physical shape. Fig. 1(a) shows an example of neighborhood definition using TIN methodology; points on the wall are falsely considered to be neighbors of points on the roof, and a similar problem occurs with the points that are scanned from the tree.

Another type of neighborhood definition that can be used establishes proximity according to the Euclidian distance between points in 3D space. The spherical method is based upon this definition. The points that are located inside a sphere of a certain radius centered at the point in question are considered to be in its neighborhood; see Fig. 1(b). Even though we are considering three-dimensional relationships between random points, the neighborhood definition criterion does not take into account the physical shapes of objects. This spherical definition has similar drawbacks to those of the triangulation approach because points belonging to different patches are often included in the same neighborhood.

To avoid the problems that occur with the above two types of neighborhood definitions, a different definition which considers both the three-dimensional relationships between random points and the physical shapes of surfaces is introduced and employed in this research (Filin and Pfeifer, 2006). The physical shapes of the surfaces on which associated points are located are incorporated into the neighborhood definition. This means that points located on the same surface are considered to be possible neighbors, while taking into account the proximity of the points. Points on different surfaces, on the other hand, are not considered to be neighbors, even if they are spatially close. This definition increases the homogeneity among neighbors. The schematic concept of the adaptive cylinder method, which follows this definition, is illustrated in Fig. 1(c). Neighbors are determined using a cylinder whose axis direction changes according to the physical shape of the object in question. It is for this reason that this neighborhood definition is referred to as the adaptive cylindrical neighborhood definition. As shown in Fig. 1(c), points on the wall are not considered to be neighbors of the points on the roof. This neighborhood definition method will be implemented as follows. 1) Define neighborhood by spherical approach. 2) Compute a plane using the neighboring points determined in step 1. 3) Calculate distances between the plane from step 2 and associated points belonging to the neighborhood from step 1. 4) Construct a weight matrix using the inverse values of the distances from step 3. 5) Compute a plane using the weight matrix from step 4 and the neighborhood defined in step 1. 6) Repeat step 3 to 5 until the computed plane parameters do not change compared to the previous iteration. 7) Stop the iteration and determine the final neighborhood after discarding points whose distances are higher than half of the cylinder height.
Attribute Derivation

In this research, planar patch attributes are computed based on the neighboring points identified using the adaptive cylinder method. After introducing an origin, a plane is defined for each point using its neighboring points. As illustrated in Fig. 2, a normal vector from the origin to the plane is defined and the three components \((n_x, n_y, n_z)\) of the vector for each point are derived.

Before describing the planar patch attributes utilized in this research, various techniques that are based on the approach that uses the attribute space must be mentioned. Their computational efficiency and their ambiguity of segmentation, which leads to the grouping of separate patches as one, must also be considered. All techniques of this type use a voting scheme with an accumulator array that is constructed in the attribute space. The dimension of the accumulator array depends on the attributes utilized in the technique in question. As mentioned earlier, our target objects are planar patches, of which the majority of man-made structures consist. Only the selected points belonging to planar patches are utilized for segmentation, regardless of the methodology employed. The three components of the normal vector \((n_x, n_y, n_z)\) can be used as attributes in the voting scheme. One should note that one normal vector defines only one infinite plane uniquely; therefore, planes sharing the same normal vector but disconnected in the object space will be clustered into one group. None of the techniques that are based on segmentation in the attribute space can avoid this problem, which is known as segmentation ambiguity from co-planarity.

The segmentation technique that uses the three components of the normal vector partitions points into distinct regions without any segmentation ambiguity except for that arising from co-planarity. However, the use of these attributes requires the construction of an accumulator array that has three dimensions, one for each vector component. A
voting scheme that uses a three-dimensional accumulator array is computationally expensive and complicated. To reduce the three-dimensional accumulator array to two dimensions, the slopes of the normal vector in the x and y directions are used instead of the three normal vector components as attributes for the planar patch segmentation (Elaksher and Bethel, 2002, Filin and Pfeifer, 2006). Even though this method reduces the dimension of the accumulator array, the ambiguity of segmentation is a problem. If this method is used, parallel planes that have the same normal vector slopes in the x and y directions but different offsets in the z direction will be segmented as one group. This problem can be resolved through either spatial analysis of the data or the introduction of a one-dimensional accumulator array for the offsets in the z direction, after the segmentation in the two-dimensional attribute space is completed.

In this research, the magnitude of the normal vector is utilized as an attribute. As explained earlier, the normal vector is defined from the origin and the plane. The number of origins determines the dimension of the accumulator array. If we have one origin for planar patch attribute computation, only a one-dimensional accumulator array is necessary. However, different planes with the same attribute values may exist. The tangent planes to a sphere centered on the origin can be an example. In this case, it is difficult to separate the patches in the attribute space. Therefore, two origins are introduced in this research; this significantly reduces the ambiguity of segmentation, namely the possibility that the different planes might be clustered into one group. In addition, only a two-dimensional accumulator array is necessary for the voting scheme. This problem can be resolved by introducing another origin (origin 2). As Fig. 3(a) shows, the magnitudes of the normal vectors from the points to the second origin will be different from one another. Thus, points that have the problem of ambiguity of segmentation when associated with one origin are separated into three different groups after introducing the second origin; see Fig. 3(b). The advantages of the introduction of two origins while utilizing the magnitudes of the normal vectors of the points can be summarized as two points: 1) the computational efficiency is increased in terms of the dimension of the utilized accumulator array, and 2) it is easy to determine the size of quantization in the accumulator array because the magnitudes of the normal vectors are equal to the distances between planes and origins; the normal vector slopes in the existing methods cannot accomplish this.

The two origins should be located at positions that minimize the risk of ambiguity. Fig. 4(a) shows an example of the ambiguity that causes the attribute vectors of different planes to be located at the same position in the accumulator array. The position of plane 1 in the attribute space is \((r_1, r_2)\); \(r_1\) and \(r_2\) are the magnitudes of the normal vectors to plane 1 from the two origins. Unfortunately, the other three planes share the same location in the attribute space. Although the likelihood of this ambiguity occurring in reality is very low, we cannot ignore the possibility. Therefore, this research suggests that the two origins be located such that the angle between the line connecting the two origins and the horizontal plane is 45 degrees; see Fig. 4(b). This suggestion is based on the assumption that the slopes of building roofs are less than 45 degrees because most of them are flat or only gently slanted. According to this assumption, planes 1 and 3 are almost nonexistent in reality because their slopes are greater than 45 degrees. Further processing methodology takes care of the ambiguity between planes 2 and 4 in the next section 2.3. By positioning the two origins in this manner, the possibility of ambiguity due to the locations of the origins is extremely low or almost nonexistent because the planar patches involved must be located in exactly the same position to create ambiguity in the accumulator array.

**Figure 3.** Introduction of two origins (a), and a 2D accumulator array for the segmentation (b).

The two origins should be located at positions that minimize the risk of ambiguity. Fig. 4(a) shows an example of the ambiguity that causes the attribute vectors of different planes to be located at the same position in the accumulator array. The position of plane 1 in the attribute space is \((r_1, r_2)\); \(r_1\) and \(r_2\) are the magnitudes of the normal vectors to plane 1 from the two origins. Unfortunately, the other three planes share the same location in the attribute space. Although the likelihood of this ambiguity occurring in reality is very low, we cannot ignore the possibility. Therefore, this research suggests that the two origins be located such that the angle between the line connecting the two origins and the horizontal plane is 45 degrees; see Fig. 4(b). This suggestion is based on the assumption that the slopes of building roofs are less than 45 degrees because most of them are flat or only gently slanted. According to this assumption, planes 1 and 3 are almost nonexistent in reality because their slopes are greater than 45 degrees. Further processing methodology takes care of the ambiguity between planes 2 and 4 in the next section 2.3. By positioning the two origins in this manner, the possibility of ambiguity due to the locations of the origins is extremely low or almost nonexistent because the planar patches involved must be located in exactly the same position to create ambiguity in the accumulator array.
Figure 4. Ambiguity from two origins (side view) (a), and the positioning of two origins that minimizes the possibility of ambiguity (side view) (b).

Clustering of Neighboring Points with Similar Attributes

Once the locations of two origins are determined, the attributes for all the points in the dataset are computed and registered in the accumulator array. The points belonging to different planes in the object space form different accumulated peaks in the attribute space. Fig. 5 shows an example of patch segmentation. A LIDAR dataset over a region that includes a building with two planar patches is selected; see Fig. 5(a) and 5(b). The points that belong to the patches produce two high peaks in the accumulator array through the voting scheme; see Fig. 5(c). Once the peaks are constructed from different planar patches, points with similar attributes are aggregated; the highest peak is determined and the co-planarity of neighboring points around the peak is checked. The highest peak is detected after determining the plane fitting accuracy and number of points located at the peak. Then, the cluster number is assigned to each of the points at the peak. In the next step, the cluster is extended to the neighboring points around the peak to take into consideration the inaccuracy of the computed attributes of certain points, which are generally either located around break lines or affected by noise. This procedure is implemented while checking the co-planarity between the computed plane (using the points located at the peak) and the points surrounding the peak until there are no more points which satisfy the co-planarity condition.

Once this cluster growing has been completed, the aggregated points around the highest peak are recorded and removed from the accumulator array. Now, the new highest peak can be detected as the second highest peak in the entire dataset, and steps implemented for the first highest peak are repeated. This process is repeated until the number of points located at the peak is less than the number of points that have been pre-determined to make up the minimum detectable patch size in the object space. Fig. 5(d) shows the clustered points categorized into two different groups using the above technique.
As mentioned previously, none of the segmentation techniques that are based on the attribute space can distinguish between planes that share the same attributes but are disconnected in the object space. Because of this, the separation of these planes is achieved by conducting a neighborhood analysis through boundary detection of the clustered points in the object space. The modified convex hull approach (Jarvis, 1977) is adopted to determine the shape of a set of points. Fig. 6(a) and (b) show the points extracted from the previous steps in the proposed segmentation methodology and the detected boundary of these points, respectively.

This boundary detection procedure is modified and extended to deal with points from different patches, which are coplanar but spatially separated in the object space. Fig. 7(a) shows an example of these types of points, before applying the boundary detection algorithm. As can be seen in the figure, there are two large sets of points and a few spurious
points. First, the boundary for the large set of points located at bottom of the figure is detected. All the points located inside the boundary are recognized and classified as one cluster. Once all these points have been recorded and removed from the entire dataset, the same procedure is conducted for the remaining points, in an iterative process; see Fig. 7(b). To summarize, the proposed segmentation technique successfully identifies the LIDAR points located on the same physical plane while considering the similarity of their attributes and spatial relationship.

**Figure 7.** Neighborhood analysis via boundary detection: multiple coplanar patches detected from the attribute space (a), and patches separated through boundary detection (b).

**Boundary Regularization**

The derived boundaries do not represent the actual boundaries of the physical objects being segmented. In other words, these are the boundaries as determined by the LIDAR footprints, and their deviation from the actual physical boundaries depends on the average point density of the LIDAR data. Therefore, boundary regularization is necessary in order for the final boundaries of the planar patches to be as close to those of the real object as possible. As a first step, Douglas-Peucker algorithm is adopted to simplify the detected boundary; this is done after each line segment in the boundary for a certain patch is divided into smaller line segments, to reduce the effects of the large LIDAR point density. The simplified polylines by Douglas-Peucker method consist of the end points that contain the key characteristics of the original boundaries. The forms of the simplified boundaries are strongly dependent on these end points. Therefore, all the information provided by all the points on the original boundary must be utilized to acquire the final boundaries to be as close to those of the real object as possible. The original boundary points located between two end points are used to compute a fitted line using a least squares adjustment. Then, the acquired line is intersected with another adjacent one; this provides more accurate information for the corner points of the patches. Fig. 8 (a) and (b) show the original boundary detected using the LIDAR points and the final results of the intersection of the fitted lines, respectively.

**Figure 8.** Boundary regularization: a boundary detected from segmented LIDAR points (a), and the regularized boundary after applying the Douglas-Peucker algorithm and a least squares adjustment (b).
EXPERIMENTAL RESULTS

To verify the performance of the methodology developed for planar patch segmentation, an experiment using real data has been conducted. The real data consists of a set of digital images and LIDAR points scanned over an area in Brazil. The brief descriptions of the systems and data specifications are as follows. Kodak 14N digital images that have 4500 by 3000 image size and 0.008 mm pixel size were provided at the average flying height of 1300m. The LIDAR dataset was captured using an OPTECH ALTM 2050 laser scanner with an average flying height of 975m and mean point density of 2.24 points/m2 (~0.67m point spacing). Fig. 9 illustrates the digital image (a) and the DSM (b) over the area of interest. The two buildings enclosed by dashed circles are focused on in this experiment.

![Digital image and DSM](image)

**Figure 9.** Digital image (a) and LIDAR DSM (b) over the area of interest in Brazil.

Once the boundaries of two building are detected through the implementation of the proposed methodology, they are projected onto the digital image to visually verify the results. The boundaries detected from the segmentation results and the improved boundaries detected using the Douglas-Peucker algorithm and a least squares adjustment are projected onto the digital image and are shown in Fig. 10 (a) and (b), respectively.

![Detected boundaries](image)

**Figure 10.** The boundaries detected from the segmentation results (a), and the improved boundaries after regularization.

For a detailed comparison of the detected boundary results displayed in Fig. 10, closer views of them are shown in Fig. 11. Due to the random distribution of LIDAR points, boundaries detected from the segmented results are irregular.
and do not represent actual building shapes, as shown in Fig. 11 (a) and (c). However, the regularization procedures implemented provide improved results which are closer to the actual building shapes, as shown in Fig. 11 (b) and (d).

**Figure 11.** The detected boundaries of the buildings before regularization (a) and (c), and the detected boundaries of the buildings after regularization (b) and (d).

**CONCLUSIONS AND RECOMMENDATIONS**

Various LIDAR point segmentation approaches have been suggested since the importance of LIDAR measurements was recognized. However, previously addressed techniques suffer from limitations such as sensitivity to the choice of seed points, lack of consideration of the spatial relationships among points, and inefficient performance. The newly proposed approach in this research provides mostly five benefits while circumventing the addressed limitations of the existing techniques. 1) Neighborhood definition which considers both the three-dimensional relationships between random points and the physical shapes of surfaces is introduced and employed; this definition increases the homogeneity among neighbors. 2) A voting scheme with a 2D accumulator array is introduce to aggregate points with similar attributes into clusters; the computational efficiency is increased in terms of the dimension of the utilized accumulator array. 3) The clustering procedure is implemented while checking the co-planarity between the computed plane (using the points located at the peak) and the points surrounding the peak until there are no more points which satisfy the co-planarity condition; this procedure makes the proposed technology more rigorous while taking into consideration the inaccuracy of the computed attributes of certain points, which are generally either located around break lines or affected by noise. 4) The ambiguity from the co-planarity is resolved by the boundary detection procedure. In other words, the procedure is
modified and extended to deal with points from different patches, which are coplanar but spatially separated in the object space; therefore, the resolution of the ambiguity from the co-planarity and boundary detection are implemented simultaneously. 5) The boundary regularization provides the final boundaries of planar patches as close to the real object as possible by applying the Douglas-Peucker algorithm, and the line fitting and intersection procedure.

Experimental results with real data have demonstrated the reliability of the outcomes through visual verification. Conclusively, this research proposes a rigorous and efficient methodology to abstract the huge number of LIDAR points into simplified boundary and plane information.

Future research will focus on analysis of the spatial relationships among segmented planar patches. This analysis will lead to more accurate detection of physical shapes through intersection of adjacent patches. Moreover, the boundaries of the planar patches must be improved using synergetic properties of LIDAR and imaging systems. Based on the accurate boundaries, Digital Building Models, which improve the quality of Digital Surface Models, will be generated. Finally, digital images and the improved Digital Surface Models will be combined to produce realistic 3D perspective views of the mapped areas.
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