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ABSTRACT: Digital elevation models (DEMs) are computer representations of a portion of the land surface. The elevations recorded in the DEM are not, however, without error, and the United States Geological Survey (USGS) publish a root-mean-squared error (RMSE) for each DEM. The research reported here examines how that error propagates into derivative products resulting from geographic information system (GIS)-type operations. One product from a DEM, the focus of this paper, is the viewshed. The viewshed is the area observable from a viewing location versus that which is invisible. In this research repeated error fields with varying parameters are added to the original DEM, and the viewshed is determined in the resulting noisy DEM. Results show that the area of the viewshed calculated in the original DEM may significantly overestimate the viewshed area.

INTRODUCTION

ERROR IS INHERENT IN MOST GEOGRAPHIC DATABASES (Goodchild and Gopal, 1989), and some research has examined how that error propagates into derivative products resulting from transformations of the database in a geographic information system. Most research has concentrated on error propagation in the map overlay operation (MacDougall, 1975; Newcomer and Szaigin, 1984; Vitek et al., 1984; Walsh et al., 1987; Chrisman, 1989; Maffini et al., 1989; Veregin, 1989), but numerous other operations exist in the GIS toolbox. Some first experiments in studying the propagation of error from a digital elevation model (DEM) into the derivative product showing visible locations, sometimes known as a viewshed, are reported here (see also Pellemant and Griffin (1990) and Fisher (1990)).

After discussing the viewshed operation, and the nature of error in DEM data, the general methodology of simulating error is discussed. This is followed by the use of the method in assessing the accuracy of viewsheds.

THE VIEWSHED

In many GIS the viewshed operation is a standard function. The basic algorithm used in establishing the viewshed determines whether two points are intervisible, where one point is a viewing location or viewpoint and the other is a target which may be within the viewshed (Figure 1; Travis et al., 1975; Aronoff, 1989). If any land or object rises above the line of sight between the two points, then the target location is not within the viewshed of the viewing location; if no land rises above the line of sight, then the target is within the viewshed. In establishing the viewshed, either all possible targets in the area of database (Clarke, 1990), or only those within some constrained portion of the area, may be considered (Travis et al., 1975; Aronoff, 1989). The actual algorithm depends on the methods of storage of the DEM as either a triangulated irregular network (DeFloriani et al., 1986) or a grid (Anderson, 1982), and even within any one data structure multiple algorithms may exist (Sutherland et al., 1974). Pellemant and Griffin (1990) have compared the output of four different GIS-based implementations of the viewshed operation, and show that the viewsheds delimited may be very different.

The viewshed operation itself has numerous applications. Specifically, it is used for assessing the visual impact of construction projects, by finding the areas from which those developments are visible, and, at the planning stage, by identifying least visible routes and locations for the construction. It is essential in locating observation posts such as forest-fire observation towers (Travis et al., 1975). It is also used extensively in landscape planning and architecture to define areas of both limited and open views. In the military domain it is used for planning least visible troop movements, and for locating radar systems for maximum visibility into the surrounding terrain. In all of these applications, knowing the reliability of the locations identified as being within and without the viewshed would greatly enhance the effectiveness of the viewshed product (Aronoff, 1989; Burrough, 1986; Star and Estes, 1990; Tomlin 1990).

ERROR IN DEMS

Digital elevation models may be derived from a number of different sources, and stored in either of two formats. DEM data are derived by one of two major methods: direct photogrammetry from aerial photographs, or digitizing from contour maps...
(Aronoff, 1989). Recently the stereo viewing capability of the SPOT satellite has enabled direct DEM derivation from that imagery (Swann et al., 1988).

In any particular digital elevation model (DEM) any particular point may not actually be at the elevation recorded for it, and the sources of this error may be multitudinous. Sources of inaccuracy include the original survey by field workers or photogrammetrists, the expertise of the cartographer who generated the map, and of the digitizer-operator who converted it, or, if generated directly from aerial photographs, again of the photogrammetrist. The error may be caused by faulty equipment, fluctuating power supply, precision of the data format, poor interpolation, or human problems. The major sources of DEM data for the United States are the U.S. Geological Survey (USGS) and the Defense Mapping Agency. Two gridded DEM products are available, depending on the size of the grid: either 30 m or 3 arc seconds. Both USGS DEM products are in the same general format, and the User's Guide specifies that the root-mean-squared error (RMSE) should be published with all data (USGS, 1987). The RMSE for any one DEM is based on a comparison between the elevations of at least 20 locations on the map, and their elevations recorded in the database. In addition, it should be noted that most USGS source maps are commonly stated as conforming to National Map Accuracy Standards, which themselves state that “at no more than 10 percent of the elevations tested will contours be in error by more than one half the contour interval,” as established by comparison with survey data (Thompson, 1988). In generating a DEM from a map by digitizing, therefore, at least three stages are present when error may be introduced: map compilation, DEM generation from the map, and comparison of DEM elevations with map elevations. The last of these and a combination of the first two also occur if the DEM is generated directly by photogrammetry.

Caruso (1987) and Carter (1989) identify a number of different types of error in gridded DEMs, although they present alternative taxonomies. Carter (1989) defines “relative” and “global” error, where the former refers to generally single values being inconsistent with their neighbors, while global errors are whole blocks of cells which are found to be in error. These broadly correspond to the “random” and “systematic” errors identified by Caruso (1987) who also identified more massive “blunders” which, he states, rarely get into a published DEM.

Stereo imagery from SPOT Image Corp. is now capable of supporting generation of a DEM as a standard product on a 10-m grid (Gugan and Dowman, 1988). Studies have shown the error in these products to be less than 10m RMSE in all three dimensions (Swann et al., 1988).

Error in DEMs is then widely acknowledged, and has been the subject of some study, which has concentrated, however, on the nature and description of the error, rather than its propagation into derivative products. Felleman and Griffin (1990) have compared implementations of the viewshed operation, and simulated error in the DEM before calculating the viewshed, using a method similar to that reported here. They examined three viewpoints in two test areas for each of which ten error simulations were run. Results were only reported for one test location, however.

METHOD

MONTE CARLO TESTING

A Monte Carlo simulation and testing approach is taken to studying the propagation of DEM error. In this approach, a number of randomizing models of how error occurs are established and then coded as computer procedures. The resulting computer program may be used to generate multiple realizations of the random process. Many workers have used the original data in combination with the realizations to establish the statistical significance of the original data with respect to the random process (Besag and Diggle, 1977). Thus, Openshaw et al. (1987) were able to locate two significant clusters of incidents of childhood leukemia in northern England by analyzing 499 realizations of the random process. Hope (1968) has shown that only 19 realizations are necessary to yield a statistically useful result at the 0.05 significance level (see also Ripley, 1987).

ALGORITHMS

How the error is distributed across the area of any one DEM is currently unknown, and factors that may affect the distribution of error are largely unresearched. The inference of the error reporting used by the USGS is that the error at any point occurs independently of that at any other point (i.e., the error is not spatially autocorreled), and some independent or random errors are established in the literature (Caruso, 1987; Carter, 1989; Hutchinson, 1989). Therefore, the following algorithm was implemented:

1. Define a standard deviation of a normal distribution (\( \sigma \) = RMSE);
2. Read Original Value for the current cell;
   a. Using the Box-Muller (or some other) algorithm, generate a random number drawn from a normal distribution with mean = 0 and standard deviation = \( \sigma \);
   b. Add the random number to the Original Value for the current cell, to give the New Value;
3. Repeat step (2) for all cells in the Map File.

This assumes that the RMSE is equivalent to the standard deviation of a normal distribution (Caruso, 1987). In the absence of any other information on error structure, this may not be unreasonable, but the error term could actually be drawn from some other distribution, and that distribution may vary from DEM to DEM, and even within a DEM.

The assumption of independence implied by the USGS error reporting is likely to contribute only a small portion of the error (Caruso, 1987; Carter, 1989). High spatial autocorrelation is probably present, and banding can often be seen in the DEM data. To accommodate the occurrence of spatial autocorrelation, a version of the algorithm given by Goodchild (1980) was implemented, using Moran’s I to measure the autocorrelation (Goodchild 1986; Griffith 1987). It works as follows:

1. Define a target autocorrelation (\( I \)) and a standard deviation of a normal distribution (\( \sigma \) = RMSE);
2. For each cell in the DEM, generate a random value with a normal distribution with mean = 0 and standard deviation = \( \sigma \);
3. Calculate the spatial autocorrelation of the field (\( I \));
4. Randomly identify two cells in the DEM:
   a. Swap the values in the two cells;
   b. Calculate the new spatial autocorrelation (\( I \)) of
   c. If \( I \) and \( I_2 > I_1 \), then retain the swap, and \( I_1 = I \) or
   d. If \( I < I_1 \) and \( I < I_2 \), then retain the swap, and \( I_1 = I \)
5. Repeat step (4) until \( I = I_2 \) is within some threshold.
6. For each cell in the original DEM, add the value in the corresponding autocorrelated field.

This algorithm is simple and can be made computationally efficient. It has been criticized, however, by Haining et al. (1983) for not allowing any control over the resulting structure in the autocorrelated values. Those criticisms relate to a context where multivariate attributes of polygons are being explored; that is not the case here.

EXPERIMENTAL APPROACH

A 200- by 200-cell subset of the USGS Prentiss, North Carolina, 7.5-minute DEM was acquired covering the Coweeta Experimental Watershed (Figure 2). This DEM has been the subject of
considerable research on DEM products (Band, 1986; Lammers and Band, 1990). Within the area of the DEM, two test viewing locations (viewpoints) were arbitrarily identified, one near an interfluve (Point 1) and one in a valley bottom (Point 2).

The DEM was read into a format compatible with Idrisi (Eastman, 1989), and all further processing was done with either Idrisi modules or with implementations of the above algorithms written by the author. The VIEWSHED module of the Idrisi package is crucial to the research reported here, and so some simple test situations were established to examine the veracity of the viewable area calculated by that module. In every test, the module performed satisfactorily. The random number generator used in programming the algorithms was also tested because, like all such implementations, it is actually only a pseudo-random number generator (Ripley, 1986). The generator included with Turbo Pascal 5.5 was used here. The runs test was used to check for such implementations, it is actually only a pseudo-random number generator.

The random number generator used the original array of uniform random numbers generated, so that the following tests were performed satisfactorily for all cases when number sequences for the test locations used in this study are shown.

In every test, the module performed satisfactorily for all cases when number sequences up to 10,000 long were tested (corresponding to the 100 by 100 array used in the generation of autocorrelation).

The purpose in adding error is to examine the consequence of that error on the viewed area found by the GIS function; it is not to explore the actual accuracy of the viewed from the viewpoint, as compared with the viewed in the field. Therefore, the starting assumption of this research is that the published DEM is accurate, and that the viewed found in the original DEM is the true viewed.

The published RMSE for the Prentiss DEM is 7m. In the experiments discussed, four different approaches to perturbing the surface of the original DEM were used:

- The first algorithm was applied exactly as stated, with variable RMSE (S = 2, 7, and I = 0);
- Only a randomly selected 50 percent of the map area had a noise term added, without autocorrelation (S = 7);
- The elevation of the viewpoint was held constant, while the remainder of the area was perturbed (S = 7, I = 0); and
- The second algorithm was applied to yield noise terms (S = 7 and I = 0.7 and 0.9).

Note: I and S are parameters used in algorithms for perturbing the original DEM surface.

In each experiment, 19 realizations of the perturbation process were generated, so that the following hypothesis might be tested, with p = 0.05, and using the area of the viewed as a summary value:

\[ H_0 : \text{the viewed area in the original DEM is not a member of the set of viewed areas in elevation models generated by the algorithm listed above; and} \]

\[ H_1 : \text{the viewed area in the original DEM is a member of the set of viewed areas in elevation models generated by the algorithm listed above.} \]

In the original DEM and in each realization, the viewed of the two test locations were calculated from the approximate height of an individual, 2 m above the ground, and within the approximate near-view to 1000 m away from the viewing location (Figure 2), and the elevation of the viewpoint recorded together with the maximum and minimum elevations within 1000 m of the view point (giving a measure of relative relief), and the area of the viewed. The average of the elevations within 1000 m of the viewpoint was also recorded, but they are not reported because values were found to be identical in simulations and the original for any particular viewing point.

RESULTS

All sets of realizations of the random process are summarized in Table 1. For cases in Table 1 with variable RMSE but zero autocorrelation, the elevation of the viewpoint in the simulations spread around the actual elevations in the original data, as should be expected from the algorithm. This is the only column in the table which reports the elevation at a single point.
in all simulations, and so values are directly comparable. The maximum and minimum elevations of the simulated surfaces within 1000 m of the viewpoint also spread around the actual values, although in some cases the values are skewed (e.g., for RMSE = 10m, the viewpoint elevation is from 687 to 714m, being a higher minimum than for realizations with RMSE = 7m), as again might be expected with only 19 realizations. These observations confirm that the algorithm implemented performs the simulations as desired. The simulation results relating to variable spatial autocorrelation use elevations that are no longer truly random, and so further skewing can be observed in these. The area of the viewshed calculated for each realization is also presented in Table 1, together with the significance level of the area in the original DEM, compared with the simulations.

When the viewshed area is calculated for the randomized noise over the whole area with variable RMSE (standard deviation), in three out of the six instances presented the area in the original DEM exceeds the area in any of the 19 simulations, and in two of the remaining three sets of simulations it is the second largest. Therefore, the null hypothesis may be rejected at $p=0.05$ in three instances, and $p=0.1$ in two. In only the case of Point 1 with an RMSE of 2m is the area in the original even approximately at the middle of the distribution, and even in that group it is higher than the median for the simulations.

When only 50 percent of the DEM area has random noise added (C = 50 percent, Table 1), as opposed to 100 percent of the area, the actual viewshed area is the second largest value in the two new results presented, and so the null hypothesis may only be rejected at $p=0.1$. With the viewpoint elevation held constant (Constant, Table 1), the area of the viewshed in the original DEM is the largest by a considerable amount, and so the null hypothesis is rejected with a significance level of 0.05 for both test points.

Applying spatial autocorrelation to the noise added to the original DEM shows that the viewshed area from the original DEM is in all cases larger than the median value for those DEMs with simulated noise added. In only one case is the original value larger than all realizations, however. Less extreme results are common, with significance levels of 0.2 and 0.25 occurring in three of the four sets of new results.

To explore further the relationships of the various parameters given in Table 1, correlation matrices were calculated (Table 2) and stepwise multiple regressions were conducted, taking the viewshed area as the dependent variable and the viewpoint elevation and the maximum and minimum elevations within 1000m as the independent variables. Only the elevation of the viewpoint was found to have any predictive power in determining the area of the viewshed.

Figures 3 to 6 show this relationship. In all, it is possible to see the ordering of the viewsheds, yielding the significance values reported in Table 1. The usually strong linear relationship between the two variables plotted can be seen, with only a single outlier in one graph (Figure 3, Point 2), and a more dispersed scatter in another (Figure 6, Point 1, $I=0.9$). This last scattergram shows a fundamental change in the effect of the error with highly autocorrelated noise, a consequence that will be the subject of future investigation. The plotted point representing the original viewshed, in almost all cases, is apparently not part of the distribution plotted, being invariably to the bottom right of the general linear trend of the relationship (Figures 3 to 6).

In examining the case where the viewpoint elevation is held

![Fig. 3. Scattergrams of viewpoint elevation versus viewshed area for the two test locations when the noise has the parameters reported by the USGS, and inferred from the User's Guide: RMSE 7 and autocorrelation 0.](image-url)
constant, only the relationship to maximum and minimum elevations was examined. Here an inconsistent pattern was presented, with the maximum elevation in the viewshed of Point 1 having a reasonably strong negative correlation, while the maximum for Point 2 and the minimum in the viewsheds of both points one and two were not significant. The importance of the maximum elevation within the viewshed can be explained by the shielding effect.

**DISCUSSION**

All the results reported in Table 1 lead to one fundamental conclusion; there is consistent bias in calculation of the viewshed

---

**Fig. 4.** Scattergrams of viewpoint elevation versus viewshed area for the two test locations when the noise has RMSE 10 and 2 but autocorrelation 0.

**Fig. 5.** Scattergrams of viewpoint elevation versus viewshed area for the two test locations when the noise has RMSE 7, but is only applied to a random 50 percent of cells.
area from a particular viewpoint in a DEM known to contain error. Furthermore, that bias seems to lead to the area of the viewshed calculated in the original DEM being larger than the viewshed when error, generated by any of the four methods used here, is added to the original surface. Indeed, it is possible to state that in six out of the 14 different cases presented, the viewshed area in the original DEM is significantly different from those in the realizations of the random process at the 0.05 significance level (a level that is usually considered significant), and in four other cases it is at the 0.1 level (which is not usually significant but is indicative).

Only limited results are presented here, but there is an indication that for at least one viewpoint the viewshed calculated in the original DEM is more representative when the RMSE is smaller. Similarly, as the spatial autocorrelation in the perturbation increases, so it seems the viewshed in the original DEM is more representative (Table 1).

The strong positive correlation between viewshed area and elevation of the viewpoint suggests that as that elevation rises the visible area increases, and vice versa. This effect, however, does not explain the full variability ($r^2$ varies from 0.85 to 0.53 and 0.20 in one extreme case; see Table 2), and when the viewpoint elevation is held constant the same general phenomenon is visible, although the range of viewshed areas is reduced (Table 1), and only the maximum elevation within the viewshed of one location has any predictive power over the viewshed area.

The remaining effect must be due in part to the alternating consequence of raising or lowering elements of the landscape according to the error term modeled. Elevations that are within the original viewshed, and are raised, will cut other areas from view, while those that are lowered do not necessarily open others to being visible. The full result of this can be seen when the viewpoint elevation is held constant, and the original viewable area is larger than in all simulations by a larger margin than in any other set of simulations (Table 1). Indeed, the significant correlation of the maximum elevation in the viewshed to the area of the viewshed when the viewpoint elevation is constant (Table 2) can be taken to be collaboration of the importance of increased elevations.

Relief effects are suggested in the results presented here, but with two points tested these can only be indications. The near-interfluvle location, Point 1, seems to have a more robust viewshed, with the alternate hypothesis being rejected for an RMSE of 2m, and the correlation between viewpoint elevation and viewshed area being higher than in any of the cases of the valley-bottom Point 2, as well as the high correlation of viewshed area and maximum elevation when the viewpoint elevation is constant. On the other hand, the correlation between viewshed area and viewpoint elevation is less well-established for Point 1 where, as the autocorrelation is varied from 0 to 0.9, the correlation coefficient falls from 0.84 to 0.45 (Table 2), suggesting that, although with highly autocorrelated noise the viewshed area found for the original DEM may be more representative ($p=0.2$), in the same circumstance, none of the variables recorded have any predictive power.

**CONCLUSION**

The work reported here provides some insights as to the possible consequences of DEM error on the viewshed. Specifically,
and most strikingly demonstrated, is the effect on the area of the viewshed, where the viewshed in the original DEM data is consistently greater than that found in the same DEM with the addition of simulated error. In some situations the difference found is statistically significant at the 0.05 level.

The implication of this is that the current results of viewshed operations, which show locations as either in or out of the viewshed, should be treated with the utmost caution. Clearly, further study is required to establish the certainty of particular points being within the viewshed, and to examine the role of the different possible influences over the accuracy, and the possible role of landscape characteristics in determining the accuracy.
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