After more than 15 years of research and writing, the Landsat Legacy Project Team is about to publish, in collaboration with the American Society for Photogrammetry and Remote Sensing (ASPRS), a seminal work on the nearly half-century of monitoring the Earth’s lands with Landsat. Born of technologies that evolved from the Second World War, Landsat not only pioneered global land monitoring but in the process drove innovation in digital imaging technologies and encouraged development of global imagery archives. Access to this imagery led to early breakthroughs in natural resources assessments, particularly for agriculture, forestry, and geology. The technical Landsat remote sensing revolution was not simple or straightforward. Early conflicts between civilian and defense satellite remote sensing users gave way to disagreements over whether the Landsat system should be a public service or a private enterprise. The failed attempts to privatize Landsat nearly led to its demise. Only the combined engagement of civilian and defense organizations ultimately saved this pioneer satellite land monitoring program. With the emergence of 21st century Earth system science research, the full value of the Landsat concept and its continuous 45-year global archive has been recognized and embraced. Discussion of Landsat’s future continues but its heritage will not be forgotten.

The pioneering satellite system’s vital history is captured in this notable volume on Landsat’s Enduring Legacy.
ANNOUNCEMENT

The Polis Center at IUPUI announced today the appointment of James I. Sparks as Director of Geoinformatics. A highly-experienced geospatial information professional, Sparks has spent the majority of his career working with geospatial information. He comes to Polis after serving as Indiana’s first Geographic Information Officer which entailed coordinating the statewide geospatial efforts and integrating, creating, and distributing geospatial data. Previously, Sparks was integral to the development of the Indianapolis Mapping and Geographic Infrastructure System (IMAGIS), serving as project manager for the data conversion component. This substantial effort converted paper and digital data into GIS layers to create a geographic information system for Marion County, Indiana. Upon completion, IMAGIS was recognized as noteworthy for its size, complexity, and the level of benefit that it delivered.

“This is not my first time to be involved with The Polis Center,” Sparks said. “I worked closely with Dr. Bodenhamer and others at the Center in the early 2000s developing geospatial projects characterized by having both a practical and applied orientation -- the same project model still used by The Polis Center today. I am excited about a return to an academic setting while reuniting with great friends and colleagues to help create a spatially-enabled Indiana that is well-positioned to support emerging efforts like ‘smart cities’ and the Internet of Things.”

David Bodenhamer, Executive Director of The Polis Center, said “We are delighted to have Jim Sparks as a key member of our team. He has led Indiana’s efforts to become a spatially-enabled state, for which he has received national recognition. With his help, we look forward to developing even more opportunities for effective university-government-community partnerships to use spatial information to improve the standard-of-living and enhance the quality of life for Hoosiers.”

Jim’s professional affiliations include serving as state representative of the National States Geographic Information Council and is a founding member of the Indiana Geographic Information Council (IGIC). Jim earned both a M.S. degree in management and a B.S. degree in business administration from Indiana Wesleyan University.

As a self-funded research unit of the IU School of Liberal Arts at IUPUI, the Polis Center collaborates to create innovative place-based solutions that lead to healthier and more resilient communities. It does that by creating actionable information, developing creative collaborations, doing place-based research, and employing technology effectively to enhance the capacity of communities to respond meaningfully to change. The approach of The Polis Center is practical, applied, and entrepreneurial. It works collaboratively and often serves as the nexus among diverse community-based organizations, government agencies, educational institutions, arts and cultural organizations, businesses, charitable endowments, and faith-based organizations. The Center is committed to linking university and community expertise and to the smart use of advanced technologies to help solve problems and help communities take advantage of opportunities. Geospatial technologies, especially GIS, are its preferred technical tools because of their unique ability to integrate and visualize information by location. The Center uses these tools to develop and analyze data for communities and then involves local experts in helping to understand what the results mean. In doing so, The Polis Center helps communities for more productive decision-making. In all of the sectors in which it works, it has earned a national reputation as a dynamic urban-centered, learning environment with highly professional staff who excel in local experts in helping to understand what the results mean. In doing so, The Polis Center helps communities for more productive decision-making. In all of the sectors in which it works, it has earned a national reputation as a dynamic urban-centered, learning environment with highly professional staff who excel in partnerships, real-world application, and winning solutions for the communities.

PRODUCTS

Spectral Evolution introduces the newly designed PSR-2500 – a full range field spectroradiometer designed to meet research needs and budgets.

The PSR-2500 picks up its new design and construction from Spectral Evolution’s leading remote sensing spectroradiometer, the PSR+. This includes an anodized aluminum unibody chassis with integrated heat dispersion channels that’s good looking and rugged. With no moving parts, the PSR-2500 is ideal for field research applications. In addition, the instrument has been upgraded to provide improved spectral resolution; 3.5nm @ 700nm, 20nm @ 1500nm, and 18nm @ 2100nm.

In addition to improved resolution, the new updated PSR-2500 delivers high sensitivity for better field measurements; ≤0.8x10-9 W/cm2/nm/sr @400nm, ≤1.5x10-9 W/cm2/nm/sr @1500nm, and ≤1.8x10-9 W/cm2/nm/sr @2100nm.

The PSR-2500 is field ready, weighing in at 7.3 lbs (3.3 kg), powered by a rechargeable lithium ion battery (two are included with the instrument) and a backpack or shoulder strap for easy field mobility. The PSR-2500 can be used with a range of direct attach lenses or a fiberoptic cable with field-of-view (FOV) lenses: 4°, 8° or 14°, a 25° fiberoptic diffuser or integrating sphere. Other accessories include our pistol grip, choice of...
a 3mm or 10mm contact probe, desktop probe, and our unique leaf clip that keeps the source of illumination away from your sample. The PSR-2500 can store 1000 scans internally and has an LCD screen for running its DARWin SP Data Acquisition software or use the optional GETAC minicomputer to record digital images, voice notes, GPS and altimeter readings and tag that data to the scans. All files are ASCII format for easy use with 3rd party analysis software.

The PSR-2500 is well-suited for a range of remote sensing applications, including; ground truthing satellite or flyover data, radiance and irradiance measurement, crop and soil studies, forestry and canopy studies, atmospheric research, plant species identification, agricultural analysis, and geological remote sensing.

For more information on the PSR-2500, or any of our remote sensing systems, visit: http://www.spectralevolution.com/portable_spectroradiometer_remote_sensing.html.

Spectral Evolution’s SR-4500A is designed for applications that require precise, stable, repeatable performance. Using all thermoelectrically cooled photodiode arrays, the SR-4500A spectroradiometer is built specifically for the performance demands of radiometric calibration transfer. With the SR-4500A, you can take the calibration process where it’s needed with the following advanced features:

• Drift stability of 0.1% which delivers greater accuracy for long-term stability of integrating spheres
• Stability is achieved through heating and cooling thermal management features
• A temperature controller maintains the instrument housing at a stable temperature along with the individually temperature stabilized detector arrays
• All temperatures are integrated into DARWin software readout for monitoring

The SR-4500A was built to meet the exacting needs of customers for measuring temporal stability. The SR-4500A also features:

• Spectral range of 350-2500nm
• 512 element TE cooled silicon photodiode array (350-1000nm)
• 256 element TE cooled extended In GaAs array (1000-1900nm)
• 256 element TE cooled extended In GaAs array (1900-2500nm)

In addition to stability, the SR-4500A also provides superior Noise Equivalence Radiance capabilities:

• Noise Equivalence Radiance (with 1.2 meter fiber optic) - 0.2x10-9 W/cm2/nm/sr @ 400nm - 0.2x10-9 W/cm2/nm/sr @ 700nm - 0.9x10-9 W/cm2/nm/sr @ 900nm

For more information on the SR-4500A, please contact: Maurice.kashdan@spectralevolution.com.

EVENTS

The conference program for SPAR 3D Expo & Conference has been finalized. The program, organized by conference planners and an Advisory Board comprised of 15 industry experts, includes 24 product previews and 48 sessions made up of keynote presentations, plenaries, 101-tracks, and panels. More than 50 speakers including 7 keynoters will provide industry professionals with an overview of 3D technologies, insight into the newest 3D sensing, 3D processing, and 3D visualization technologies on the market, as well as a glimpse at what’s to come.

Combined with an international exhibition of the newest 3D technology from the world’s top vendors and numerous networking events, the expo and conference is critical for anyone who needs to stay on top of the latest technology and developments in the rapidly changing 3D technology market. The 2018 edition of SPAR 3D Expo & Conference will take place from June 5-7 at the Anaheim Convention Center, Anaheim, California. SPAR 3D Expo & Conference 2018 will be co-located with the inaugural edition of AEC Next Technology Expo & Conference.

The three-day conference and exhibition kicks off on June 5 with the introduction of the latest products by two dozen manufacturers in brief Product Preview presentations.

Keynote speaker Alexander Menzies, representative of the NASA Jet Propulsion Laboratory, will present The Telescope of Tomorrow, followed by keynote Nathan Pettyjohn, Founder of The VR/AR Association, for his lecture Vision for VR/AR Technologies in the Large Enterprise.

After a brief networking break, the conference program splits into separate tracks for Transportation, VDC, and Autonomous Technologies. Experts in each field will share best practices, case studies, and challenges with the participants.

The second day begins with keynote speakers Ken Sanders of Gensler and Jack Dahlgren of NVIDIA co-presenting Creativity & Constructability in AEC. Numerous breakout sessions organized by thematic track will follow the keynote including; AEC & VDC, Mining & Aggregates, 101: Selecting 3D Tech for Reality Capture, Industrial Facilities /Asset Management, Security, Law Enforcement, Forensics, 101: Should your 3D be In-Housed or Outsourced?, Surveying & Mapping, Process, Power, Utilities, and 101: Contracting – RFQ Tips & Pitfalls to Avoid.

The final day of the conference starts with the two more keynote presentations. First David Wilson, Principal Vice President - Chief Innovation Officer of Bechtel Corporation presents Intelligent Design for Collaborative Constructability. And Atul Khanzode, Chief Information Officer - DPR Construction will follow with his keynote presentation Integrated Projects – A Vision for Future.

Following day three’s keynote presentations will be the final continued on pg 233
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breakout sessions organized by thematic track including: Civil Infrastructure, Unique Applications (Insurance & Real Estate; Entertainment & Gaming), Attendees – Bring Your Challenges & Ask the Experts, Industrial Facilities /Inspection, Digital Historic Preservation, and University Lightning Round.

The conference concludes with a plenary discussion on Experts View into the Future – What’s Ahead for 3D Technologies, and Impact on Technology Investments.

The full conference program, with links to abstracts and speaker bios, is at www.spar3d.com/event.
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- **June 5-7, SPAR 3D Expo & Conference**, Anaheim, California. For more information, visit www.spar3d.com/event.
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Productivity Analysis for Medium Format Mapping Cameras

Yuri Raizman
Phase One Industrial
Denmark

Introduction
Since 2000, development and use of digital photogrammetric cameras for aerial survey has gained significant momentum. Many different cameras and systems designed for aerial photogrammetry were developed and presented to the market. After 15 years of intensive development, only a few of these products are in wide use in today’s mapping market. One of the prominent systems being provided is the medium format frame camera from Phase One Industrial.

With the development of CCD and CMOS technology, medium format cameras have come a long way from 40-60 Mpix to 80-100 Mpix cameras. Additionally, high quality metric lenses with a wide range of focal lengths were developed and implemented. This enabled an effective utilization of medium format cameras in many different small and medium sized urban and rural mapping projects, corridor mapping, oblique projects, and monitoring of areal and linear infrastructure.

This article presents recent development in the approach to flight planning and aerial survey productivity analysis, firstly presented in Raizman (2012). The Raizman (2012) article referred only to large format cameras, whereas this article will compare large format cameras vs. medium format cameras, which are getting more and more popular in aerial survey. This approach is based on some pre-defined common characteristics of the required mapping products. It enables an equivalent comparison between cameras with different parameters – focal length, sensor form and size, and pixel size. Through this article we intend to demonstrate that for several types of urban mapping projects, medium format cameras and large format cameras have the same aerial survey productivity.
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Image captured by Phase One iXU-RS1000, 70mm lens, Height 1,500ft, GSD 3cm.
Common Denominator for Aerial Survey Cameras Comparison

There are two groups of aerial survey cameras – medium and large format metric cameras. There are also two main different types of mapping areas – urban and rural. There are three main photogrammetric products that are often required by the market – orthophoto, dense DSM (Digital Surface Model), and stereo mapping. We shall analyze the usage of these cameras for different applications.

One of the most popular products for urban area is a semi-true orthophoto. It features very narrow orthophoto angle (an effective angle, which is part of the Field of View used for orthophoto production and is equivalent to the required small building lean; see Figures 1 and 2 ) and very high level of visibility with minimizing hidden, shaded or obscured areas in the dense urban environment (Raizman, 2012). Figure 1 illustrates the central projection camera, FOV, orthophoto angle dedicated for orthophoto area on the images.

The concept of building lean and its importance for orthophoto is presented in Figure 2.

Ground resolution (or ground spacing distance, GSD) of 5 to 15 cm is commonly used for urban mapping. Orthophoto angles for orthophoto production in urban environment lie in the range of 14° to 25°, which corresponds to 12% to 22% of building lean. This predefined orthophoto angle (or building lean), GSD and minimal allowable side overlap are the three geometric parameters of aerial survey which enable a geometrically identical orthophoto (with the same building lean) from different aerial survey cameras. These three parameters are considered as a common denominator for a productivity comparison of different cameras of different types.

- $F$ – Focal length;
- $H$ – Flight altitude;
- $FOV$ – Field of View, generally $27° - 110°$ for different aerial survey cameras;
- $2\alpha$ – orthophoto angle;
- $Tg(\alpha) \times 100\%$ - Building lean.

Figure 1. Field of View and the Orthophoto Angle.

$2\alpha_1, 2\alpha_2$ – Permissible orthophoto angles;
$L_1, L_2$ – Occlusion
$Tg(\alpha) \times 100\%$ - Building lean
If $2\alpha_2 > 2\alpha_1$ then $L_2 > L_1$

Figure 2. Field of View, Orthophoto Angle and Building Lean.
Productivity Comparison Between Medium and Large Format Cameras

Productivity comparison is commonly based on the following parameters: aerial survey productivity (image coverage per hour of flight), distance between flight lines, time required to fly Area of Interest (AOI) or number of flight lines per AOI. A more objective criterion, not depending on the ground speed of the plane and the shape of AOI, is the distance between flight lines. The following orthophoto geometrical parameters were used for calculations:

<table>
<thead>
<tr>
<th>GSD</th>
<th>Orthophoto angle</th>
<th>Building lean</th>
<th>Ground Speed</th>
<th>Minimal side overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 cm</td>
<td>14°</td>
<td>12%</td>
<td>120 knot</td>
<td>25%</td>
</tr>
<tr>
<td>8 cm</td>
<td>17°</td>
<td>15%</td>
<td>140 knot</td>
<td>25%</td>
</tr>
<tr>
<td>10 cm</td>
<td>20°</td>
<td>18%</td>
<td>160 knot</td>
<td>25%</td>
</tr>
<tr>
<td>15 cm</td>
<td>25°</td>
<td>22%</td>
<td>180 knot</td>
<td>25%</td>
</tr>
</tbody>
</table>

Based on the above assumptions, the following charts and tables present the productivity comparison for Phase One medium format cameras, Vexcel UltraCam Eagle and Hexagon DMC III large format cameras. Corresponding focal lengths of the cameras are presented in parenthesis. Figure 3 demonstrates that with the requirement for orthophoto angle/building lean for urban orthophoto, medium and large format cameras provide similar distance between flight lines. Figure 4 presents the time of flight needed to cover an area of 5 km x 5 km. The same conclusion can be drawn from Figure 4. The requirement for orthophoto angle/building lean in urban environment equals the productivity of medium and large format cameras.

Figure 5 presents another situation common for other photogrammetric products: orthophoto for rural area, dense DSM or stereocompilation – flight without specific limitations on orthophoto angle with the minimal side overlap of 25% and with maximal use of the sensor (CCD/CMOS) area.

In this case, Phase One medium format cameras provide 50% of UC Eagle productivity and 45% of DMC III productivity, independently from the ground resolution. However, taking into consideration the relatively low purchase price of Phase One cameras, its utilization for medium size urban and rural mapping projects may be considered.

The wide range of exchangeable metric lenses with different focal lengths enables the use of Phase One cameras at different altitudes (Figure 6) with different flight platforms and for a variety of different purposes.
Conclusion

The last generation of Phase One medium format metric cameras with small pixel size (4.6 µ), large sensor area (100 Mpix), maximal frame-per-second (FPS) rate of 1.6 and exposure time of up to 1/2500 seconds, a set of metric lenses with different focal lengths (50, 70, 90, 110, 150 mm) and with relatively low price, provide an excellent alternative to large format cameras in many areas of aerial mapping and monitoring.

Additionally, these cameras are widely used for providing an oblique imagery and as a complementary camera for lidar systems. All these cameras, from oblique and from lidar systems, may be used as standalone cameras for mapping projects.

The very low weight (2 kg) and small size of the cameras enable their utilization with super-light planes, small helicopters, gyrocopters and UAVs, which can significantly reduce operational cost of mapping projects.

The Phase One cameras present an effective alternative to large format cameras for small and medium size urban and rural mapping projects, corridor mapping, oblique projects, and monitoring of areal and linear infrastructure.
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Paradigm Shift in Education: Spatial Literacy

Remote sensing and geographic information system (GIS) technologies proliferate our mental capabilities of processing and combining spatial and textual information about various static or dynamic events and their interactions. An enormous amount of constantly accumulating remote sensing data evokes an urgent need for more remote sensing experts and for adding another dimension to the educational system in the U.S.A. and worldwide - Spatial literacy. The ability to process and analyze spatial data while addressing pressing environmental issues, is the fundamental form of literacy for experts in geoscience. The ultimate goal should be to promote the discipline of photogrammetry, remote sensing and geographic information systems (GIS) to enhance the understanding of the geospatial concepts, and to promote growing interest in the application of remote sensing by government, academia, and industry.

What are the Educational Gaps?
Integrating spatial literacy into the existing educational system is challenging. Remote sensing and GIS are subject to the existing obstacles of attracting students to the Science, Technology, Engineering and Mathematics (STEM) disciplines. High school students and their parents commonly perceive STEM fields as difficult and unrewarding.

The robust effort of the U.S. government to transfer remote sensing knowledge to K-12 students can be achieved only through the focused effort of experts, parents, teachers, graduate students and society. No simple solution answers the question “How to attract and keep students in Remote Sensing?” However, educational strategies that directly engage learners in the educational processes and techniques can increase the “STEM momentum”.

The Cascade Education Model
While it is essential to engage high school students in STEM, children need to be even younger than high school age when they start learning about remote sensing. Thus, parental expectation plays a critical role in early learning. K-12 teachers further encourage students’ curiosity and nurture their interest for STEM activity, like that of remote sensing. The knowledge transfer has to be envisioned in a cascading fashion where experts and university professors together with their university students educate both pre-service and in-service K-12 teachers who, in turn, emerge enthusiastic, knowledgeable and prepared to educate their students and other teachers. Some of the important components of the cascade model are:

- Readiness of the teachers to impart fundamentals of an academic discipline lays the foundation of success.
- Peer learning is a well-established concept where students learn from their peers while developing stronger self-esteem and better social skills through an active-learning.
- Stimulating curiosity about a student’s spatial environment encourages the “what”, “why”, and “how” questions.
- Interaction with industry and government experts such as those from NASA/USGS/NOAA inspires students’ interest and involvement in Earth and space science and provides them with an impressive depiction of possible achievements.
- The ‘learning by doing’ concept is the key component of active learning. To expose young students to problem-based learning at an early stage will improve their critical thinking and understanding.
- Outreach and awareness about remote sensing, through webinars and videos, inform and educate students, teachers, parents, young professionals and the public.

Recognizing some of the challenges and incorporating the components of the cascade model characterized was the focus of a recently accomplished project at Bowling Green State University (BGSU), in Ohio. The “SPatial LIteracy - SPLIT Remote Sensing integrated research-educational approach to support surface water quality monitoring” offered high...
school- and university-level students the opportunity to gain hands-on field remote sensing learning and research knowledge in an actual research scenario. This program was designed to help educate parents and K-12 teachers who could then contribute to creating a diverse and highly skilled future workforce in the field of remote sensing.

The project started with an exhibition that was open to the public called “SPatial LITERacy- SPLIT through ART” where students displayed over twenty visually-appealing remote sensing images. Each image was accompanied by its own story including information about remote sensing data and environmental issues. The goal was to spark the interest of students and the public in remote sensing through art. The event was advertised through various websites and the local newspaper (https://mobile.twitter.com/sentineltribune/status/913792707402878977/video/1).

Soon after the exhibition, the teaming effort between Mr. Roger Blevins (Huron High School, Ohio), Dr. Kristin Arend (Ohio Department of Natural Resources, Division of Wildlife), and Dr. Anita Simic Milas (BGSU), organized a series of field campaigns and educational events at the Old Woman Creek (OWC) National Estuarine Research Reserve, Huron High School and BGSU, where students and teachers learned how to acquire and process spectral information using the field spectroradiometer and UAV/drone. They derived spectral indices related to water quality using real data to map and correlate chlorophyll-a and total phosphorous in OWC. Knowledge was first passed from Dr. Simic Milas’ graduate to undergraduate students and then, in separate sessions, to high school students and teachers.

As part of the project, a one-day workshop was organized at BGSU for the students and teachers of Huron High School and other local high schools. Mr. Roger Tokars and Mr. Rigo-berto Roche of NASA Glenn Research Center, and Dr. Andrea Vander Woude from NOAA shared their knowledge about “Monitoring Harmful Algal Bloom in Lake Erie”. Dr. Robert Vincent, Professor Emeritus of BGSU, presented his perspective on remote sensing research from his experience while working in academia and industry.

An experts-panel discussion, moderated by Dr. Simic Milas, focused on how to attract students into the field of remote sensing and how to keep them interested throughout high school and university. The panel comprised of an Associate Professor of Education, two experts in the remote sensing field, a high school science teacher with two of his students, and undergraduate and graduate students. The discussion underscored the importance of three factors for learning success: (1) Students must be provided with hands-on training and experience-designed projects in educational streams nowadays; (2) The educational system at universities should favor knowledge and interest over grade-based achievements; (3) Teachers should be additionally educated and more effective in passing remote sensing knowledge and enthusiasm about the field to their students.

The workshop concluded with another component of the cascading education model, a hands-on session where high school students and teachers had a chance to learn the basics of image manipulation and visualization. The outreach component was enriched by the YouTube videos and webinars created by the university and high school students (https://www.youtube.com/channel/UCkmh0MQihvhRb1I8DpQ2wNw).

All components of the SPLIT Remote Sensing project promoted each other. While the SPLIT exhibition event, websites and newspaper articles attracted teachers and students to the program, the field campaigns and hands-on tutorials helped them to understand remote sensing basic concepts. An active-learning and team-building atmosphere were a driving force behind the peer learning between the students. The interaction between the students and NASA experts motivated students to participate in the panel discussion. The YouTube videos and webinars have secured ongoing engagement of teachers and students in the field of remote sensing after the event. Overall, the SPLIT Remote Sensing project could be described as an effective cascade education model that helps instantiate spatial literacy of students, teachers and parents. Moreover, the SPLIT Remote Sensing educational approach empowers the geospatial community by attracting more young people who would take the drive towards more rapid development of the disciplines of photogrammetry, remote sensing, GIS, and other supporting geospatial technologies. Thus, the role of the remote sensing societies, such as the American Society for Photogrammetry and Remote Sensing (ASPRS) and consortiums such as America View, in promoting the same or similar educational models is critical.

Funding for this activity was provided by AmericaView through a grant from the U.S. Geological Survey, awarded in December 2013.
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In the GIS world, imagery has been used for geoprocessing for decades. Imagery has always been a very important component of Geospatial applications. With continually advancing imagery technology, it becomes even more so. GIS software provides various functionalities and tools for processing, displaying, and interpreting imagery and extracting the features from it. Understanding how the software works to process the imagery becomes a normal, required task for geospatial professionals to do the work efficiently. The book *Essential Earth Imaging for GIS* written by Lawrence Fox III provides rich information and guidelines in GIS imagery technology not only for geospatial professionals but also for the college student, as a reference for introductory GIS courses that include multispectral imagery display and analysis.

*Essential Earth Imaging for GIS* provides a basic education in imaging technology and management, promoting the effective use of imaging tools in GIS software. This book includes concepts and methods of image formation and manipulation that enable the user to efficiently and effectively display, co-register, enhance, interpret and delimit features from earth imagery.

The book opens with a short but thorough introduction that orients the book’s audience, the goals of the book, and explains how and why the book is organized as it is. The outline of each chapter is provided. It is a slim book with eight chapters, references, and index.

Chapter 1, “Overview of Imaging GIS,” briefly describes the earth imagery history while it summaries the types of imagery used in GIS based on the sensor systems that include satellites, aircraft, and unmanned aerial systems (UAS). The chapter identifies the structure of the two-dimensional digital imagery in which the value of each cell or pixel represents the brightness of imagery. With this important concept, the author points out that “the interpreter can use the geographic pattern of relative brightness values to help correctly interpret Earth features....” Right after this important perspective, another fundamental but crucial concept of color imagery is introduced: “...all colors can be formed from various shades of three additive primary colors: red, green and blue. Every color image is actually three images superimposed in various shades of those three colors. In the same chapter, the author also discusses the Three-dimensional data that is used for three-dimensional visualization of terrain in GIS software.

Chapter 2, “The Physical Basis and General Methods of Remote Sensing,” presents the most important learning point of the book. The author uses straightforward language to explain the principles of electromagnet (EM) radiation, the engine of image formation in virtually all earth imaging systems. The author covers the complex science of imaging systems, the capabilities, and limitations of various remote sensing methods, the aerial and spaceborne platforms and how their characteristics influence the attributes of the imagery collected from them with simple diagrams, pictures, and detailed explanations. This is one of the longest chapters in the book. The author invests much effort in demonstrating the theories and the advanced level science behind the remote sensing technology, which the reader should appreciate.

Chapter 3 “Effects of the Atmosphere on Image Quality” is equally important for the user to understand. In this chapter, the user will learn how atmosphere and cloud cover affects the electromagnetic (EM) radiation detected by remote sensing systems. The author clearly presents for the reader very important concepts and facts related to the topic by using numbers, diagrams, and pictures in addition to the detailed explanations. One example of the easy to understand statements but very important concepts in the chapter is “When mapping surface features with imaging GIS, the reflected or emitted radiation is the signal, and the atmospheric contribution is the noise.”
Chapter 4 “Creating Two-dimensional Images with Sensors” educates the user to understand how sensors work to effectively use the two-dimensional images generated by remote sensors. The chapter covers the details of instruments that generate two-dimensional images, including cameras, multispectral sensors, and imaging radar. In this chapter, the most fascinating section would be “General image attributes: The Four Rs.” The author explains the imagery attributes in great detail because “an understanding of four attributes of images allows practitioners to evaluate different types of remote sensing images for many applications regardless of the sensor technology used to produce them.” The four Rs are the characteristics of the imagery resolution. They all exist in our daily practice when we, as geospatial professionals, produce imagery or use it in our GIS analysis. Accordingly, understanding these four Rs and applying this knowledge in our work will help us do our work efficiently and deliver the best results possible to our customers.

Chapter 5, “Displaying Digital Images with GIS Software” opens with a talk about human vision and the engineer’s ability to mimic human color perception to make color photography, television, and remote sensing imagery. In the section “True-color Images,” the author renders the history of “the tristimulus theory of color vision...key to the development of color imaging...” and reviews the theory with colorful diagrams. He provides examples of the application in image display and printing technology. In the section “Assigning spectral bands to colors,” the author leads us to an even broader knowledge base by teaching us to understand how spectral bands are assigned to colors and how to learn to assign them in effective ways to produce false colors to help us to gather more information in remote processing. The section “How Software Controls Contrast and Brightness of Color Displays” discusses the details and mathematics of histograms and presenting image brightness. The section “Stretching the Histogram of a Single-band Image to Enhance Contrast and Brightness” in GIS software provides important guidelines for practitioners to understand how to use the tools to achieve the best imagery display when working with the imagery. The last section of the chapter introduces “Pseudo Color Images” that should not be confused with false-color images, as pointed out by the author.

Chapter 6, “Generating Three-dimensional Data with Photogrammetric Measurements and Active Sensors”, introduces the audience to another important topic regarding earth imagery. The author overviews the technologies that generate three-dimensional data including photogrammetry, lidar, and interferometric radar technology. The section “Obtaining Vertical and Horizontal Positions from Aerial Photographs” includes subsections “Geometry of a Single Aerial Photography,” “Geometry of an Overlapping Pair of Aerial Photographs,” “Digital Surface Models and Orthophotos,” and “Incorporating Machine Vision into Photogrammetry” which cover important concepts, technologies, and methodologies of photogrammetry.

The section “Obtaining Vertical and Horizontal Positions from Lidar Sensors” presents how the lidar systems work. The last section “Obtaining Vertical and Horizontal Positions from Interferometric Radar Sensors” briefly but precisely describes how interferometric radar works to produce three-dimension data.

Chapter 7, “Image Processing,” includes a typical workflow illustrating image processing procedures that are normally performed by imager providers, image analysts, and GIS software users. The chapter provides the detailed technical knowledge and guidelines for Imager Restoration,” “Image Rectification,” and “Imager Enhancement.” It also discusses challenges and technology in the “Conversion to Radiance” and “Atmospheric Correction” in imaging processing. Toward the end of the chapter, the author briefly prescribes “Image Processing in the Cloud” that has been increasingly popular in the geospatial industry with advancing internet technology. In the last section of this chapter, “Typical Workflow for Image Processing,” a workflow chart demonstrates the procedures used in the image processing while the summary of each step in the flowchart is clearly stated.

Chapter 8, the final chapter, “Extracting Information from Images” provides very important and useful guidelines for GIS professionals to perform the tasks of imagery interpretation and delineation using GIS software. The user will also learn the advantages and disadvantages of automated image classification methods and how to evaluate maps generated using these methods. In the same chapter, the author points toward the future developments of the technology.

The book is well organized so that the user can follow along easily. The author explains the details of each technical topic with straightforward language and professionally. The book provides many useful examples, pictures, diagram and tables, which makes the book easy and fun to read. Moreover, the user can actually get hands on the GIS software and do the exercises with real data. The exercises are thoughtfully designed and the data carefully selected. The step by step, easy follow instructions are included in the exercise materials. These exercises help the user to understand the book in the context of the professional industry.

The author provides detailed information in the Introduction of the book about how and where to download the 180-day trial of ArcGIS software and associated exercise instructions and data. The book is well written and provides very useful guidelines for GIS professionals, as well as great resources for students who are pursuing a geospatial career. Even if one is already familiar with GIS software, he/she can still derive great benefits from studying the book to get a better understanding of earth imagery, which should benefit them in their daily work. My only suggestion might be that it should be more convenient for the user if the Exercise Instructions were made part of the book as an appendix. Regardless, it is a great book and strongly recommended for geospatial professionals who are working with Earth imagery and students who want to understand Earth imaging in GIS processing and analysis.
The 10th century Poland was a Slavic duchy. The crown became elective after 1572, and various wars caused much loss of territory. Napoleon partly reestablished the kingdom (1807-15), which was later to become closely aligned with Russia. Poland was declared a republic in 1918, but it wasn’t until after nearly another century of being overrun and controlled by others, that the new constitution was dated 16 October 1997.

The north and central regions are essentially flat and characterized by morainic topography. This lack of natural barriers on the North European Plain was a major reason for so many invasions of Poland throughout history. The southern boundary is mountainous, with the highest peak being Rysy at 2499 m (8197 ft.); the lowest point in Poland is Raczki Elbląskie at –2 m.

Early mapping of Poland was instituted by the Prussians for the western half of the present country, and approximately 17% of the southeast was mapped by the Austro-Hungarian Empire. The remainder of Poland was surveyed and mapped by czarist Russia. The date of this early mapping activity goes back to 1816. The early Prussian Landesaufnahme characteristically used the Cassini-Soldner projection in its spherical form that was based on equivalent (Gaussian) spheres referenced to the Bohnenberger ellipsoid and the Zach ellipsoids, and later the Bessel 1841 ellipsoid. [See also the Republic of Hungary (PERS April’99) and the Czech Republic (PERS Jan ‘00).] The Prussians and the Austrians introduced the concept of the cadaster, or system of surveys and land registration for ownership and taxation. The Austro-Hungarian surveyors had similar preferences for ellipsoids, but the Russians were a different story.

The tsarist Russians performed surveys and topographic mapping of Poland in the 19th and early 20th centuries, but these works were for military purposes only. They did nothing with respect to individual land ownership registration, and they preferred the sazhen for their unit of measurement. In the years between the two world wars, this source material was responsible for some very strange-looking contour maps of Poland when the unit of measurement was changed from sazhens to meters where 1 sazhen = 2.134 meters. (The only time I see similar strange values for contours is when I grade some of my sophomores’ campus topo maps). The Russians preferred the Walbeck 1819 ellipsoid where a = 6,376,896 meters and the reciprocal of flattening, \((1/f) = 302.78\). Some of these old maps also referred longitudes to Ferro in the Canary Islands; a practice dropped after WW II.

New geodetic triangulation started after the founding of the re-public, and the origin of the Polish National Datum of 1925 (PND 1925) is at station Borowa Gora (gora is Polish for mountain) where: \((\Phi_o) = 52^\circ 28^\prime 32.85^\prime\prime\) North, and \((\Lambda_o) = 21^\circ 02^\prime 12.12^\prime\prime\) East of Greenwich. The ellipsoid
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The Grids & Datums column has completed an exploration of every country on the Earth. For those who did not get to enjoy this world tour the first time, PE&RS is reprinting prior articles from the column. This month’s article on The Republic of Poland was originally printed in 2000 but contains updates to their coordinate system since then.
of reference is the Bessel 1841 where $a = 6,377,397.155$ and $\frac{1}{f} = 299.1528128$. Instruments used by the Polish military included theodolites manufactured by Bamberg, Fennel, Wild-Heerbrugg, and Aerogeopribor. Over 120 triangles were observed from 1927 to 1935, with the average angular error of figure not exceeding 0.56 arc seconds. (Post WW II observations with T-3 theodolites yielded errors not exceeding 0.46 arc seconds). Baselines were measured at Grodno, Kobryn, Warsaw, Lomża, Luniniec, Mir, and Braslaw. Laplace stations (astro shots) were observed at Varsovic (initial point Borowa Góra), Borkowo, Kopciowka, and Skopowka.

The 1:25,000, 1:100,000, and 1:300,000 maps produced by the Wojskowy Instytut Geograficzny (WIG) or Military Geographical Institute, were products of carto-graphic datum shifts (scissors and paste) to PND 1925 and are cast on the Polish Stereographic Grid. The old Polish Stereographic Grid is based on the mathematical model by Rousilhe, who was the Hydrographer of the French Navy. All ellipsoidal oblique stereographic projections developed and used worldwide before WWI are based on Rousilhe’s work that was originally published in *Annals Hydrographique*. The development of the projection for nearby Romania (STEREO 70) was done by the Bulgarian geodesist, Hristow in the late 1930’s. The PND 1925 WIG Military Stereographic Latitude of Origin ($f_0$) = 52° 00’ N, Central Meridian ($\lambda_0$) = 22° 00’ E, the Scale Factor at Origin ($m_o$) = 1.0, the False Easting = 600 km, and the False Northing = 500 km. The PND 1925 Grids developed for the Cadastre around the same time were cast on the Gauss-Krüger Transverse Mercator where the Scale Factor at Origin ($m_o$) = 1.0, the False Easting = 90 km, the False Northing = minus 5,700 km at the equator, and the Central Meridians ($\lambda$) = 15°, 17°, 19°, and 21° East of Greenwich.

During WWII, the Generalstab des Heeres, Reichsamt für Landesaufnahme (German Army) produced topographic maps of Poland cast on the Deutches Herres Gitter (DHG) Grid, which is identical to the UTM except for the Scale Factor at Origin ($m_o$) = 1.0. Of course, the Datum used was the PND 1925, as was the equivalent treatment of Poland by the USSR with the Russia Belts TM that had the same defining parameters as the DHG except for the Datum and ellipsoid. The Russian coverage during the war had double Grids in Poland that exhibited unresolved horizontal Datum discrepan-
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cies ranging from 160 to 250 meters. After the war, the USSR converted their military topographic coverage of the Warsaw Pact countries to the System 42 Datum that has its origin at Pulkovo Observatory and is referenced to the Krassovsky ellipsoid. In the Republic of Poland, their preferred terminology of that Datum is “Polish National 1942” or “PN 42.”

Large scale topographic maps of Poland published in the latter part of the 20th century are on the “UKŁAD 65 System,” the parameters of which have been a closely held secret. In the past few years, little information has dribbled out of Poland on these “Strefa” or Zones. In February of 2000, Wojtek Hanik sent the de-classified parameters to me! There are five Strefa comprising the UKŁAD 65 System, four are based on the “Quasi-Stereographic” Grid (Rousilhe Oblique Stereographic), and the fifth is a Gauss-Krüger Transverse Mercator Grid. Strefa 1 covers the following provinces: Biala Podlaska, Eastern Bielsko, Chelm, Kielce, Kraków, Krosno, Łódź, Lublin, Nowy Sącz, Piotrków, Premysł, Radom, Rzeszów, Sieradz, Tarnobrzeg, Tarnów, and Zamość. The UKŁAD 65 Strefa 1 Quasi-Stereographic Grid Latitude of Origin ($\phi_0$) = 50° 37’ 30” N, Central Meridian ($\lambda_0$) = 21° 05’ 00” E, the Scale Factor at Origin ($m_0$) = 0.9998, the False Easting = 4,637 km, and the False Northing = 5,467 km. Strefa 2 covers the following provinces: Białystok, Ciechanów, Lomża, Olszty, Ostrołęka, Plock, Siedlce, Skierniewice, Suwałki, and Warszawa. The UKŁAD 65 Strefa 2 Quasi-Stereographic Grid Latitude of Origin ($\phi_0$) = 53° 00’ 07” N, Central Meridian ($\lambda_0$) = 21° 30’ 10” E, the Scale Factor at Origin ($m_0$) = 0.9998, the False Easting = 4,603 km, and the False Northing = 5,806 km. Strefa 3 covers the following provinces: Białystok, Ciechanów, Lomża, Olszty, Ostrołęka, Plock, Siedlce, Skierniewice, Suwałki, and Warszawa. The UKŁAD 65 Strefa 3 Quasi-Stereographic Grid Latitude of Origin ($\phi_0$) = 53° 35’ 00” N, Central Meridian ($\lambda_0$) = 17° 00’ 30” E, the Scale Factor at Origin ($m_0$) = 0.9998, the False Easting = 3,703 km, and the False Northing = 5,627 km. Strefa 4 covers the following provinces: Gorzów, Jelenia Gora, Kalisz, Konin, Legnica, Leszno, Opole, Pila, Poznań, Wałbrzych, Wrocław, and Zielona Góra. The UKŁAD 65 Strefa 4 Quasi-Stereographic Grid Latitude of Origin ($\phi_0$) = 51° 40’ 15” N, Central Meridian ($\lambda_0$) = 16° 40’ 20” E, the Scale Factor at Origin ($m_0$) = 0.9998, the False Easting = 3,703 km, and the False Northing = 5,627 km. Strefa 5 covers the following provinces: Western Bielsko, Częstochowa, and Katowice. The UKŁAD 65 Strefa 5 Gauss-Krüger Transverse Mercator Grid Central Meridian ($\lambda_0$) = 18° 57’ 30” E, the Scale Factor at Origin ($m_0$) = 0.999983, the False Easting = 237 km, and the False Northing = minus 4,700 km.

For small scale mapping, the GUGiK 80 Quasi-Stereographic (Rousilhe) projection is used where the Latitude of Origin ($\phi_0$) = 52° 12’ N (approx.), Central Meridian ($\lambda_0$) = 19° 10’ E. The scale factor at a point is designed to be equal to unity at a distance of 215 km from the projection origin. These mysterious parameters, of which some are still held and some are now public, reflect the history of the nation. Those countries that have a long and recent history of war, occupation, or blood spilled at borders will be particularly sensitive about releasing Grid and/or Datum relation parameters. The release of some of this previously secret data may be an indication of the Republic’s confidence in the future.

**UPDATE**

“The ETRS89 was introduced in Poland technically by the GNSS technique in the last years of the 20th century and by law in 2000. On 2 June 2008, the Head Office of Geodesy and Cartography in Poland (GUGiK) commenced operating the multifunctional precise satellite positioning system named ASG-EUPOS. The ASG-EUPOS network defines the European Terrestrial Reference System ETRS89 in Poland. A close connection between the ASG-EUPOS stations and 18 Polish EUREF Permanent Network (EPN) stations controls the realization of the ETRS89 on Polish territory. In 2010-2011 GUGiK integrated the ASG-EUPOS with the existing geodetic networks (horizontal and vertical) using GNSS and spirit levelling. Those actions resulted in developing and then legal introduction in 2012 new technical standards: to the National Spatial Reference System (PSOP) and to establish and maintain the geodetic (horizontal and vertical), gravity and magnetic control in the country. Thus, the geodetic, gravimetric and magnetic system in Poland has been associated with the European one (previous and current). This allowed for the next step of networks integration in Poland, namely, in 2013 started integration of national geodetic control with gravimetric control. Modern geodetic, gravimetric and magnetic networks in Poland are to be fully consistent with the European system. In 2011, following the initiative by the Section of Geodetic Networks and the Section of Earths’ Dynamics of the Committee on Geodesy of the Polish Academy of Sciences, a new research network “Polish Research Network for Global Geodetic Observing System” (acronym GGOS-PL) has been established” (Jarosław Bosy, and Jan Kryński, POLISH NATIONAL REPORT ON GEODESY 2011– 2014, Vol. 64, Warsaw, 2015).

The contents of this column reflect the views of the author, who is responsible for the facts and accuracy of the data presented herein. The contents do not necessarily reflect the official views or policies of the American Society for Photogrammetry and Remote Sensing and/or the Louisiana State University Center for GeoInformatics (C4G).

This column was previously published in PE&RS.
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Sensor calibration, image orientation, object extraction and scene understanding from images and image sequences are important research topics in Photogrammetry, Remote Sensing, Computer Vision and Geoinformation Science, the areas of interest of the International Society for Photogrammetry and Remote Sensing (ISPRS). Within these areas, both geometry and semantics play an important role, and high quality results require appropriate handling of all these aspects. While individual algorithms differ according to the imaging geometry and the employed sensors and platforms, all mentioned aspects need to be integrated in a suitable workflow to solve most real-world problems.

This observation led to the organization of a common event for a number of well-established scientific meetings under the roof of the ISPRS Hannover Workshop, held in Hannover, Germany from June 6 – 9, 2017. These meetings were

- HRIGI - High-Resolution Earth Imaging for Geospatial Information, which has been held in Hannover every two years since the middle of the 1990’s,
- CMRT - City Models, Roads and Traffic, a workshop dealing with automatic object extraction in urban environments with a first edition in 2005,
- ISA - Image Sequence Analysis, a relatively new workshop focussing on image sequences,
- EuroCOW - European Calibration and Orientation Workshop, looking specifically at sensors, calibration and orientation, which had previously been held in Barcelona, Spain for many years.

While HRIGI and EuroCOW are more on the geometric side, CMRT and ISA have a legacy in automatic object reconstruction and trajectory computation. The aim of the common event was to seek, exploit and deepen the synergies between geometry, semantics and sensor modelling, and to give the different scientific communities the possibility to discuss with, and to learn from, each other. The joint event was supported by 12 working groups from four of the five ISPRS Technical Commissions and addressed experts from research, government, and private industry. It consisted of high quality papers, and provided an international forum for discussion of leading research and technological developments, as well as applications in the field.

Following the workshop, authors whose contributions were accepted after a full-paper double blind review were invited to revise and extend their papers in the light of the discussions at the workshop and to submit them to a special issue of Photogrammetric Engineering & Remote Sensing. Sixteen papers were submitted and after another round of scientific reviews, eleven of them were finally accepted for publication in this special issue. This large number constitutes a major success and demonstrates both, the relevance of the addressed topics and the high quality of the manuscripts; it has also led to the fact that the special issue had to be distributed to two volumes.

The first volume contains papers related to the classification of images (three papers) and point clouds (two papers) and to change detection (one paper). The first two papers of the second volume deal with sensor design and calibration, the following two with point cloud segmentation and the last two with the modelling of specific topographic objects (buildings in this case).

The first paper, authored by Vogt et al. and entitled Unsupervised source selection for domain adaptation deals with transfer learning, i.e. the question to which extent training data from one geographic area or epoch (called source) can be employed to classify data of another area or epoch (target) even if the features in the target image follow a slightly different distribution. More specifically, the best among many available sources for a specific classification problem is determined based on similarity measurements between the marginal distributions of the features in the source and various target domains.

The second paper, Multitemporal classification under label noise based on outdated maps by Maas et al. is devoted to the problem arising from incorrect training data. While for map updating abundant training data are available in the form of the (outdated) map itself, some for the training data are incorrect and result in wrong classification results. The authors develop a new noise tolerant classification method that can also consider the outdated map as prior information and show that it helps to distinguish between real changes over time and false detections caused by misclassification.

The paper by Drees and Roscher, Archetypal analysis for sparse representation-based hyperspectral sub-pixel quantification,
suggests a new classification method for hyper-spectral image data. Typically these data have a rather coarse geometrical resolution resulting in mixed pixels (pixels containing more than one spectral class). The authors develop a new constrained sparse representation of the data, where each pixel with unknown surface characteristics is expressed by a weighted linear combination of elementary spectra with known land cover class. They then determine the elementary spectra from image reference data using archetypal analysis combined with a Reversible Jump Markov Chain Monte Carlo method.

The next group of two papers on 3D point classification starts with Classification of aerial photogrammetric 3D point clouds by Becker et al. The authors present a new method to classify 3D point clouds derived from aerial imagery which exploits both geometric and colour information. They show that incorporating colour yields a significant increase in accuracy; the approach can also be used to derive high accuracy digital terrain models from digital surface models.

The contribution by Hackel et al. entitled Large-scale supervised learning for 3D point cloud labelling: SEMANTIC3D.NET suggests a new benchmark data set for the classification of 3D point clouds. Inspired by the recent success of deep learning and Convolutional Neural Networks (CNNs), attributed to the large number of employed training data, the authors hope to boost 3D point classification in a similar way by providing a total of four billion manually labelled points for investigation by the scientific community. They also describe some initial work that underpins the expectations that CNNs might also lead to very competitive results in this area.

The authors of the last paper of the first volume, Yang et al., work on the problem of building change detection. In 4D Change detection based on persistent scatterer interferometry - A case study of monitoring building changes they suggest to track persistent scatters over time and to use them as indicators for new and demolished buildings, respectively, in an automatic statistics-based scheme. The new approach is successfully evaluated based on simulations and on TerraSAR-X images.

The second volume starts with two papers on sensors. In the first contribution, On a novel 360° panoramic stereo mobile mapping system, Blaser et al. present a new mobile mapping system equipped with different panoramic cameras which achieves a full 360° multi-stereo coverage. The authors report on system calibration and operational tests which yielded an accuracy in the cm to dm range for both, relative and absolute measurements.

The next paper, authored by Voges et al., deals with a particularly important and often overlooked aspect for sensor system calibration, namely time synchronisation. Using an example from robotics the authors show how time offsets between different parts of the sensor system can be retrieved for SLAM (simultaneous localisation and mapping) observations.

The next two papers are concerned with the non-semantic segmentation of point clouds from different sources. The contribution A voxel- and graph-based strategy for segmenting 3D buildings scenes using perceptual grouping laws: comparison and evaluation by Xu et al. presents two different segmentation methods using voxel and supervoxel data structures, respec-

In their paper Range-image: Incorporating sensor topology for lidar point clouds processing, Biasutti et al. take a different view on LiDAR point cloud processing. Rather than working in 3D they project the 3D points into 2D space, arguing that in this way the large amount of successful work on occlusion from images can be made use of. Based on these images a semi-automatic segmentation procedure based on depth histograms is presented, and detected occluded areas are reconstructed using a variational image inpainting technique.

The last two papers of this special issue tackle the problem of object modelling. First, in Geometric reasoning with uncertain polygonal faces, Meidow and Förstner discuss different strategies which can help to strike a balance between too unspecific and too restrictive models. They then suggest to model and to instantiate buildings as arbitrarily shaped polyhedra and to recognize man-made structures in a subsequent stage by geometric reasoning; examples are given to illustrate their method.

We hope that the reader will enjoy this variety to papers ranging from sensor design to semantic image and point cloud processing, and from novel scientific techniques to the investigation of data acquisition and processing systems. We would like to sincerely thank everybody involved in the preparation of this special issue. First of all and foremost, we are very grateful to Alper Yilmaz, Editor-in-Chief of PE&RS, to have offered to us the possibility to publish refined versions of the workshop manuscripts in his journal, and for all the freedom we could enjoy when preparing the special issue. We are very grateful to the authors of this special issue for making available their excellent papers, and for keeping a tough timeline. We also wish to wholeheartedly thank the reviewers of both, the workshop and the journal papers, who have tremendously contributed to improve the submitted manuscripts. We wish you, the readers, an informative and enjoyable reading and hope that we could reach the level of scientific excellence you expect from this journal.
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Unsupervised Source Selection for Domain Adaptation

Karsten Vogt, Andreas Paul, Jörn Ostermann, Franz Rottensteiner, and Christian Heipke

Abstract
The creation of training sets for supervised machine learning often incurs unsustainable manual costs. Transfer learning (TL) techniques have been proposed as a way to solve this issue by adapting training data from different, but related (source) datasets to the test (target) dataset. A problem in TL is how to quantify the relatedness of a source quickly and robustly. In this work, we present a fast domain similarity measure that captures the relatedness between datasets purely based on unlabeled data. Our method transfers knowledge from multiple sources by generating a weighted combination of domains. We show for multiple datasets that learning on such sources achieves an average overall accuracy closer than 2.5 percent to the results of the target classifier for semantic segmentation tasks. We further apply our method to the task of choosing informative patches from unlabeled datasets. Only labeling these patches enables a reduction in manual work of up to 85 percent.

Introduction
Supervised classification plays an important role for extracting semantic information from remote sensing imagery. From statistical considerations, it can be expected that the estimation of any complex model with high accuracy will require large amounts of training data. While unlabeled data are abundant and are already used successfully in unsupervised and semi-supervised learning methods, they cannot completely replace the dependence on labeled data. On the other hand, the acquisition of high quality, densely sampled and representative labeled samples is expensive and a time consuming task. Transfer Learning (TL) is a paradigm that strives to vastly reduce the amount of required training data by utilizing knowledge from related learning tasks (Thrun and Pratt, 1998; Pan and Yang, 2010). In particular, the aim of TL is to adapt a classifier trained on data from a source domain to a target domain. The only assumption to be made is that these domains are different but related. We are interested in one specific setting of TL called domain adaptation (DA). DA methods assume the source and target domains to differ only by the marginal distributions of the features and the posterior class distributions (Bruzzone and Marconcini, 2009). The performance of DA depends on how the source is related to the target (Eaton et al., 2008). From that point of view, DA can be divided into two steps: find the most similar sources and transfer knowledge from these sources to the target. In this context, the major challenge in source selection is how to measure the similarity of domains.

In this paper, we will address the problems of searching for similar sources, also known as source selection, and of integrating the results into DA. As unlabeled data are abundant, our proposed method is only based on similarity measurements between the marginal distributions of the features in the source and target domains. We apply our source selection method to two different data acquisition settings: domain selection and domain ranking. In domain selection, given a target domain and a list of candidate source domains, we assign weights to these sources based on the Maximum Mean Discrepancy (MMD) metric to the target. For these candidate source domains, we assume that some labeled training data is available from earlier surveys. We then apply multi-source selection by transferring knowledge from multiple weighted source domains simultaneously. Additionally, we extend the approach for DA presented in (Paul et al., 2016) so that it can benefit from multi-source selection. For the domain ranking setting, we have to process many initially unlabeled target domains while no training data is available. Using our multi-source selection algorithm, our goal is to rank these domains in terms of their informativeness. This information helps us to select the most important domains for manual labeling, which leads to a reduced effort for the generation of training data while keeping classification error at an acceptable level. Finally, we propose an improvement of the MMD metric for the application in source selection with many candidate sources. This Asymmetric Maximum Mean Discrepancy is able to significantly reduce the memory footprint for each source while featuring a linear runtime complexity by exploiting the asymmetric relationship between target and source domains. We evaluate our methods on the Vaihingen and Potsdam datasets from the ISPRS 2D semantic labeling challenge (Wegner et al., 2016) and on a third, even more challenging, dataset based on aerial imagery of three German cities.

Related Work
In our work, we use notation according to Pan and Yang (2010). A domain \( D = \{X, P(X)\} \) consists of a feature space \( X \) and a marginal probability distribution \( P(X) \) with \( X \in X \). A task for a given domain is defined as \( T = \{C, h_t\} \), consisting of a label space \( C \) and a predictive function \( h_t \). The predictive function can be learned from the training data \( \{x_i, C_i\} \), where \( x_i \in X \) and \( C_i \in C \). We consider a target \( T \), for which we want to learn a predictive function \( h(x) \), and a source \( S \), from which some knowledge can be transferred. Both \( T \) and \( S \) are fully described by their domains and their tasks. In our work, we consider at least one source domain \( D_s \) and only one target domain \( D_t \) for the domain selection setting, and more than one target domain for the domain ranking setting. There are different settings of TL. Our focus is on DA, which is a special sub-category of the...
transductive TL setting (Pan and Yang, 2010). There are slightly different definitions of the DA problem; we follow the definition of Bruzzone and Marconcini (2009) according to which different domains only differ by the marginal distributions of the features and the posterior class distributions, i.e., we assume \( P(X_S) = P(X_T) \) and \( P(C|X_S) = P(C|X_T) \). From that point of view, DA corresponds to a problem where the source and target domain data are different, e.g., due to different lighting conditions or seasonal effects. However, the domains must be related, i.e., these differences must not be so large that transfer becomes impossible. In this scenario, finding a solution to the DA problem would allow to transfer a classifier trained on one set of images where training data are available \( D_S \) to other images \( D_T \) without having to provide additional training data in \( D_T \). This is different from the problem that the training set is non-representative, e.g., due to class imbalance. Such algorithms are known as sample selection bias or covariate shift correcting methods, as in (Zadrozny, 2004; Sugiyama et al., 2007). Zhang et al. (2010) adapted the classifier to the distribution of the target data by weighing training samples with a probability ratio of data from the source and target domains. However, this approach only deals with binary problems and applications other than image classification.

Pan and Yang (2010) subdivide DA into two groups according to what is actually transferred: feature representation transfer and instance transfer. Methods of the first group using feature representation transfer assume that the differences between domains can be mitigated by projecting both domains into a shared feature space in which the differences between the marginal feature distributions are minimized, e.g., by using feature selection (Gopalan et al., 2011) or feature extraction (Matasci et al., 2015). Some of the methods in this group employ a graph matching procedure to find correspondences between domains (Tuia et al., 2013; Banerjee et al., 2015). These methods need to contain the correct matching sequence among the possible matches or labeled samples across domains to perform well. Cheng and Pan (2014) propose a semisupervised method for DA that uses linear transformations for feature representation transfer. However, this method also requires training data from the target domain. Methods that assume that differences can be found in the marginal distributions mostly fall into the second group of DA algorithms, based on instance transfer. These methods try to directly refuse training samples from the source domain, successively replacing them by samples from the target domain that receive their class labels (semi-labels) from the current state of the classifier.

Methods for instance transfer have been used in the classification of remotely sensed data, e.g., in (Acharya et al., 2011). Acharya et al. (2011) train the classifier on the basis of the source domain and combine the result with those of several clustering algorithms to obtain improved posterior probabilities for the target domain data. The approach is based on the assumption that the data points of a cluster in feature space probably belong to the same class. Bruzzone and Marconcini (2009) present a method for DA based on instance transfer for Support Vector Machines (SVM). In Paul et al. (2016), this idea was adapted to logistic regression, which has a lower computational complexity in training for multiclass problems. Durbha et al. (2011) show that methods of TL for classification of remotely sensed images can produce better results than a modification of the SVM. A DA method using logistic regression in a semi-supervised setting combined with clustering of unlabeled data has been presented in (Amini and Gallinari, 2002). Training is based on expectation maximization (EM), and the semi-labels of the unlabeled data are determined according to the cluster membership of EM. In contrast to our DA technique, that method assumes the labeled and the unlabeled data to follow the same distribution.

The detection of negative transfer is of vital importance for TL. In (Bruzzone and Marconcini, 2010) a circular validation scheme was proposed to detect negative transfer after adapting the classifier. An alternative approach, source selection, would try to detect a relevant source prior to applying TL, which, of course, requires the availability of multiple source domains. Most work in this area uses a distance measure between the marginal distributions to measure the similarity between domains. Such distribution distances are well known in statistics, where the problem is mostly solved for 1D feature spaces. Most research has therefore focused on extending these metrics to multivariate data by using non-parametric models. Examples for such measures are the Kullback-Leibler Divergence (Sugiyama et al., 2007), the Total-Variation Distance (Sriperumbudur et al., 2012) and its approximations, the Maximum-Mean-Discrepancy (Gretton et al., 2012; Chattopadhyay et al., 2012; Matasci et al., 2015) and A-Distance (Ben-David et al., 2007). These approaches are kernel-based and usually scale well to high-dimensional data, but they may be computationally expensive. Therefore, another focus of research has been on reducing computational requirements and an improved regularization by careful kernel tuning (Zaremba et al., 2013; Sriperumbudur et al., 2009).

Chattopadhyay et al. (2012) proposed a multi-source DA algorithm for the detection of muscle fatigue from surface electromyography (SEMG) data. The data show a high variability between individual subjects, therefore not all subject data should be considered when learning an individualized fatigue detector for a new subject. A synthesized source is generated as a weighted combination of all candidate sources using a MMD-based domain distance. The method has cubic complexity in the number of candidate sources, which may make it slow for cases with many available sources.

Besides TL, active learning has also been an active research topic with the aim to reduce manual labeling costs (Settles, 2010). Active learning methods select the most informative samples from an initially unlabeled training set which are presented to a human operator for labeling. Further samples may then be selected while taking the user feedback and the peculiarities of the classifier into account. Some ideas were proposed to utilize active learning for DA (Tuia et al., 2011). While our domain ranking setting bears some similarity to active learning, our approach works at a coarser level and does not incorporate a user feedback loop, resulting in a much simpler user workflow and faster computation times.

In this paper, we present an unsupervised and a supervised method for source selection based on different distance metrics for domains. The work is inspired by (Chattopadhyay et al., 2012), but we use an approximate optimization with linear run-time complexity and propose a method for tuning the kernel hyperparameter automatically. The methods deliver a synthetic source as a weighted combination of similar sources, designed to reduce a distance between the distributions of the synthetic source and the target domains. We also propose variations of our distance metrics that are able to exploit the anostheoretical relationship between target and source domains in TL. Furthermore, we extend the algorithm in (Paul et al., 2016) so that it can deal with multiple sources. Finally, we apply our proposed methods to rank a set of target domains in order of their informativeness. Only the most informative domains need to be labeled manually in order to generate high quality semantic segmentation for all targets.

**Domain Adaptation**

We start this section with a short description of the work from (Paul et al., 2016) before presenting our improvements in the next section.
DA Approach
We use multiclass logistic regression (LR) as our base classifier. LR directly models the posterior probability \( P(C|\mathbf{x}) \) of the class labels \( C \) given the data \( \mathbf{x} \). We transform features into a higher-dimensional space \( \Phi(\mathbf{x}) \) in order to be able to achieve non-linear decision boundaries. In the multiclass case, the model of the posterior is based on the Softmax function (Bishop, 2006):

\[
P(C = C^k | \mathbf{x}) = \frac{\exp(\mathbf{w}_k^T \cdot \Phi(\mathbf{x}))}{\sum_j \exp(\mathbf{w}_j^T \cdot \Phi(\mathbf{x}))}
\]

where \( \mathbf{w}_k \) is a parameter vector for a particular class label \( C^k \) to be determined in the training process for the class \( k \in K \). For that purpose, a training data set, denoted as \( \overline{T}D \) is assumed to be available. Initially, it contains only training samples from the source domain, each consisting of a feature vector \( \mathbf{x}_n \), its class label \( C_n \), and a weight \( g_n \). In the initial training, we use \( g_n = 1 \) for each sample \( n \in \{1, ..., N\} \), but in the DA process, the samples will receive individual weights indicating the algorithm's confidence in the labels. In training, the optimal values of the parameter vector \( \mathbf{w} \) (collecting the parameter vectors \( \mathbf{w}_k \) for all classes \( k \)) given \( \overline{T}D \) are determined by optimizing the posterior (Vishwanathan et al., 2006):

\[
p(\mathbf{w} | \overline{T}D) \propto p(\mathbf{w}) \cdot \prod_{n,k} p(C_n = C^k | \mathbf{x}_n, \mathbf{w})^{d_{ik}}
\]

where \( d_{ik} \) is 1 if \( C_n = C^k \) and 0 otherwise, \( p(C = C^k | \mathbf{x}_n, \mathbf{w}) \) is defined in Eq. (1) and \( p(\mathbf{w}) \) is a Gaussian prior with mean \( \overline{\mathbf{w}} \) and standard deviation \( \sigma \). Compared to standard multiclass LR, the only difference is the use of the weights \( g_n \) (Paul et al., 2016). We use the Newton-Raphson method for finding the optimal parameters \( \mathbf{w} \) by minimizing \(-\log(p(\mathbf{w} | \overline{T}D))\) (Bishop, 2006).

Our aim is to transfer the classifier trained on labeled source domain data to the target domain in an iterative procedure. Our initial classifier is trained on the training set \( \overline{T}D \) containing only source data. In each further iteration \( i \) of DA we add a predefined number \( \rho_i \) of source samples removed from and a number \( \rho_i \) of semi-labeled target samples is included into the current training data set \( \overline{T}D_i \). Thus, in iteration \( i \), the current training data set \( \overline{T}D_i \) consists of a mixture of \( N_s \) source samples and \( N_t \) target samples:

\[
\overline{T}D_i = \left\{ \left( \mathbf{x}_{S,i}; C_{S,i}; g_{S,i} \right) \right\}_{i=1}^{N_s} \bigcup \left\{ \left( \mathbf{x}_{T,i}; \tilde{C}_{T,i}; g_{T,i} \right) \right\}_{i=1}^{N_t}.
\]

The symbol \( \tilde{C}_{T,i} \) denotes the semi-labels of the target samples, which are determined by applying a criterion based on the class labels of the \( k \) nearest neighbors (\( \text{knn} \)) of a sample in feature space. If the most frequent class label among the \( \text{knn} \) of an unlabeled sample is consistent with the predicted label according to a current state of the LR classifier, it is considered a candidate for inclusion into \( \overline{T}D_i \). The \( \rho_i \) candidate samples having the shortest average distance to their \( k \) nearest neighbors will be added to \( \overline{T}D_i \). We first remove source samples that are most distant from the decision boundary starting with the samples showing inconsistent class labels and continuing with samples with consistent labels. As \( i \) is increased, \( N_s \) becomes smaller and \( N_t \) increases, until finally, only target samples with semi-labels are used for training.

At each iteration \( i \), we have to define sample weights \( g_{\overline{T}D_i} \) \( \in \{0,1\} \) for all training samples in \( \overline{T}D_i \), where

\[
\left\{ g_{\overline{T}D_i} \right\}_{i=1}^{N_s} \bigcup \left\{ g_{\overline{T}D_i} \right\}_{i=1}^{N_t}.
\]

For simplicity, we refer to the weight of a sample as \( g_{\overline{T}D_i} \), \( n \in \{1, ..., N\} \) with \( N=|\overline{T}D| \) the number of elements in that training set if it does not matter whether the sample is originally from the source or from the target domain. The weight indicates the algorithm’s trust in the correctness of the label of a training sample. The weight function used for determining \( g_{\overline{T}D_i} \) depends on the distance to the decision boundary: the higher that distance, the higher is the weight; a parameter \( h \) models the rate of increase of the weight with the distance (Paul et al., 2016). Having defined the current training data set \( \overline{T}D_i \) and the weights, we retrain the LR classifier. This leads to an updated parameter vector \( \mathbf{w} \) and a change in the decision boundary. This new state of the classifier is the basis for the definition of the training data set in the next iteration. Thus, we gradually adapt the classifier to the distribution of the target data.

Multi-Source Logistic Regression DA
In this section, the method previously described is adapted for using data from multiple source domains for training. To formally state our problem, we define our current training data set as follows:

\[
\overline{T}D_i = \bigcup_{s=1}^{\overline{S}} \left\{ \left( \mathbf{x}_{S,s}; C_{S,s}; g_{S,i} \right) \right\}_{i=1}^{N_s} \bigcup \left\{ \left( \mathbf{x}_{T,i}; \tilde{C}_{T,i}; g_{T,i} \right) \right\}_{i=1}^{N_t},
\]

where \( S \) or \( T \) describe a set of source or target data sets, respectively, and \(|\overline{T}D| = 1\).

Again, we refer to a particular sample in \( \overline{T}D_i \) by its index \( n \) in \( \overline{T}D \) if we are not interested in the domain it comes from. We use the defined training data set \( \overline{T}D_i \) in our multi-source DA approach, but we use different definitions of the sample weights. One modification of sample weights should decrease the weight of uncertain samples; the other one is required to deal with prior weights assigned to the individual source domains (See the next Section).

Sample Weights
The individual weights for the training samples should indicate the algorithm's trust in the correctness of the semi-labels, but the definition of weights in (Paul et al., 2016) only depended on the distance of a sample from the decision boundary. It may happen that a semi-label changes in the iterative DA process, which would imply that the semi-label is uncertain; semi-labels not having changed for many iterations should be trusted more than others. Here, we introduce an adapted definition of the sample weights as shown in (Chang et al., 2002; Bruzzone and Marconcini, 2009; Matasci et al., 2012) to model the trust in a sample in \( \overline{T}D_i \) as a function of the number of iterations \( j \) for which its semi-label has remained unchanged (Figure 1):

![Figure 1. Sample weight function according to Eq. (4), assuming constant \( g_s^* \) during the adaptation.](image-url)
In Equation 4, \( g_i \) is the weight of sample \( n \) in the current adaptation step \( i \) according to the original distance-based weight function (Paul et al., 2016), \( g_{i}^{*} = \frac{g_{i}^{\max} - g_{i}}{i^{\max}-1} \cdot g_{i}^{\max} \), where \( g_{i}^{\max} \) defines the maximum number of iterations for which the weight of a sample is allowed to increase quadratically with \( i \), and \( g_{i}^{\max} \) is the maximum possible sample weight. If only one source domain were considered, the weight for each training sample \( n \) in \( \mathcal{T}D \) would be \( g_{i}^{*} \), i.e., the algorithm outlined in the previous Section would be applied using the new definition of weights.

### Domain Weights

In the context of multi-source selection, we introduce an individual domain weight \( \pi_d \) for every source domain \( d \) used in the DA process. The domain weights allow us to obtain a synthesized source \( S \) (See the next Section) from multiple sources that is more similar to the target domain than any of the original ones. The domain weights remain constant during the adaptation procedure. For a sample \( n \) in the current training set \( \mathcal{T}D \) taken from source domain \( d \), the weight used in the DA process is \( g_{i,n}^{d} = \frac{g_{i}^{*} \cdot \pi_{d}}{\pi_{d}} \), where \( g_{i}^{*} \) is defined in Equation 4, whereas a sample \( n \) with a semi-label taken from the target domain has only the weight \( g_{T,n}^{*} \). Thus, the weights of the source-domain samples are affected by the similarity of the corresponding domain to the target domain, placing a higher trust into samples that come from more similar source domains.

### Multi-Source Selection

The goal of source selection is to improve the prospects of DA by choosing a source \( S \) that is, in some sense, most similar to the target domain. Naturally, one should prefer sources that produce similar decision boundaries as the target task. Therefore, the selection criterion should be based on \( \varepsilon(h_{S}, \mathcal{T}D_{T}) \), i.e., the relative classification error \( \varepsilon \approx 0.1 \) on the target data, given the predictive function \( h_{S} \) of the source task:

\[
\bar{S} = \min_{S \in \mathcal{S}} \varepsilon(h_{S}, \mathcal{T}D_{T})
\]

The main difficulty lies in the fact that estimating the classification error requires the class labels of the target domain to be known. Here, we introduce a theoretical framework and outline an algorithm that allows us to quickly find approximate solutions while requiring much less information. We first design two complementary domain distance functions, which we call \( d_{\text{SDA}} \) and \( d_{\text{SDA}} \). The function \( d_{\text{SDA}} \) measures a supervised domain distance in the sense that only class labels in the source domain need to be known, whereas \( d_{\text{SDA}} \) does not require any class labels at all. We refer to \( d_{\text{SDA}} \) in places where either of these functions can be used. Equation 5 can then be approximated by \( \bar{S} = \min_{S \in \mathcal{S}} d_{\text{SDA}}(\cdot, \cdot) \). Our main contribution is the extension of these domain distances to the transfer from multiple sources while having a linear run-time complexity. In addition, we also developed variants of these domain distances that are able to capture the often asymmetric relationship between the target and source domains in TL. Finally, we also show how all critical hyperparameters can be tuned automatically in an efficient manner.

### Similarity of Domains

We derive our approximation of Equation 5 in several steps. Using the results of Ben-David et al. (2007), an upper bound for the classification error can be given as:

\[
g_{n} = \min \left( \frac{i^{\max} \cdot g_{i}^{\max}}{i^{\max} - 1} - g_{i}^{\max}, g_{\max} \right)
\]

The first term corresponds to the classification error on the target task. The term \( d_{A}(\mathcal{T}D_{T}, \mathcal{T}D_{d}) \), called \( A \)-distance, describes a distance between the marginal feature distributions of the source and target domains. The third term, \( \gamma \), encapsulates to which degree the DA assumption holds. The exact value can only be computed if class labels in the target task are available, but for related datasets, this term should only take small positive values. Assuming that \( \gamma \) is unknown yet constant over the dataset, the upper bound gives us a definition for \( d_{\text{SDA}} \) according to \( d_{\text{SDA}} = \varepsilon(h_{S}, \mathcal{T}D_{T}) + d_{A}(\mathcal{T}D_{T}, \mathcal{T}D_{S}) + \gamma \). In the following, we define \( d_{A} \) and derive a more computationally friendly way to estimate this distribution distance. In (Ben-David et al., 2007), the \( A \)-distance is defined as:

\[
d_{A}(\mathcal{T}D_{T}, \mathcal{T}D_{S}) = 2\left(1 - 2\varepsilon(h_{T,S}, \mathcal{T}D_{T\perp S})\right)
\]

The term \( \varepsilon(h_{T,S}, \mathcal{T}D_{T\perp S}) \) describes the classification error for a classifier discriminating between feature vectors from the source and target domains. In the referenced paper, only signed linear classifiers such as SVMs or logistic regression models were considered. Evaluation of the \( A \)-distance involves the training of such a classifier for each candidate source, which has a high computational complexity. Furthermore, linear separability of the source and target domains is explicitly assumed. It is therefore desirable to find an approximation to the \( A \)-distance that displays more favorable properties. Gretton et al. (2012) independently proposed the Maximum Mean Discrepancy (MMD) as a general distance function between probability distributions:

\[
d^2_{\text{MMD}}(\mathcal{T}D_{T}, \mathcal{T}D_{S}) = E\left[\left(\phi(x_{T}) - \phi(x_{S})\right)^2\right]
\]

\[
= E \left[ k(x_{T}, x_{T}^{'}) - 2E[k(x_{T}, x_{S})] + E[k(x_{S}, x_{S}^{'})]\right]
\]

where \( x \) and \( x' \) are statistically independent samples from the same distribution. The MMD computes the distance between the means of the probability distributions in a Reproducing Hilbert Kernel Space (RKHS). The RKHS is uniquely defined by either a feature space mapping \( \phi(x) \) or its kernel function \( k(x, y) \). It was shown by Sriperumbudur et al. (2012) that the relation

\[
d_{A}(\mathcal{T}D_{T}, \mathcal{T}D_{S}) = 2d^2_{\text{MMD}}(\mathcal{T}D_{T}, \mathcal{T}D_{S})
\]

holds for positive bounded kernels such as the Gaussian kernel:

\[
k_{\text{RBF}}(x, y) = \exp \left( -\frac{x - y^2}{2\sigma^2} \right)
\]

Evaluation of the MMD can be done by replacing the expectations in Equation 8 with their empirical estimates. A naive estimator would have a run-time complexity of \( O(N_{T}N_{S}) \), where \( N_{T} \) and \( N_{S} \) are the numbers of features available in the target and source domains, respectively, which becomes untenable for large training sets. A much faster linear-time estimator \( d_{\text{MMD}} \) was proposed by Gretton et al. (2012). Assuming \( M = N_{T} = N_{S} \), it can be stated as:

\[
d^2_{\text{MMD}}(\mathcal{T}D_{T}, \mathcal{T}D_{S}) = \frac{2}{M} \sum_{r=1}^{M/2} k(x_{T,r}, x_{T,r-1}) - \sum_{r=1}^{M} k(x_{T,r}, x_{S,r}) + \sum_{r=1}^{M/2} k(x_{S,2r}, x_{S,2r-1})
\]

using the results of Ben-David et al. (2007), an upper bound for the classification error can be given as:
Finally, replacing \( d_t \) by \( d_{\text{AMMD}} \) using Equation 9 leads to the definition of our supervised domain distance:

\[
d_{\text{SDA}}(\overline{T}_D T, \overline{T}_D S) = \epsilon \left( h_S, \overline{T}_D S \right) + 2d_{\text{AMMD}}(\overline{T}_D T, \overline{T}_D S) \tag{12}
\]

Assuming the classification error to be approximately constant over all candidate sources, we obtain the unsupervised distance:

\[
d_{\text{UDA}}(\overline{T}_D T, \overline{T}_D S) = 2d_{\text{AMMD}}(\overline{T}_D T, \overline{T}_D S) \tag{13}
\]

**Asymmetric Domain Distance**

The described domain distances based on the MMD, see Equations 12 and 13, are theoretically motivated and assume a symmetric relationship between the source and target domains, e.g., if a classifier learned from \( \overline{T}_D S \) performs well on \( T_D T \), then the reverse must also be true. In reality, this assumption may not always hold. For instance if \( T_D T \subset \overline{T}_D S \), we should expect that a classifier learned on \( S \) will perform well on \( T \) as all classes are well represented by the training data. Yet, the distributions are measurably different, which can be observed by a high MMD measure. We therefore propose a modification of the MMD which is aimed at directly measuring whether all regions in \( T \) are represented in \( S \), while being invariant to those regions in \( S \) that are conversely not represented in \( T \). First, let us re-examine the MMD from Equation 8:

\[
d^2_{\text{AMMD}}(\overline{T}_D T, \overline{T}_D S) = E[k(x_T, x'_T)] - 2E[k(x_T, x_S)] + E[k(x_S, x'_S)] \\
= \left( E[k(x_T, x'_T)] - E[k(x_T, x_S)] \right) \frac{\text{Target}}{} + \left( E[k(x_S, x'_S)] - E[k(x_S, x_T)] \right) \frac{\text{Source}}{}
\tag{14}
\]

It should be noted that this is valid for the Gaussian kernel since \( k_{\text{RBF}}(x, y) = k_{\text{RBF}}(y, x) \). The term \( E[k(x_S, x'_S)] \) describes the compactness of the source domain, which is mostly irrelevant for measuring the relatedness of a source. We therefore drop the entire second part of this equation. The remaining terms describe the average intra domain similarity (\( T \rightarrow T \)) and inter domain similarity (\( T \rightarrow S \)), respectively. We argue that for each sample in the target domain to be well represented, a related source should contain at least one sample that is not significantly more dissimilar than its next most similar target sample. Therefore, we propose to replace the simple average in the MMD with a maximum operator over similarity scores:

\[
d^2_{\text{AMMD}}(\overline{T}_D T, \overline{T}_D S) = \frac{1}{N_T} \sum_{i=1}^{N_T} \max_{j \in \{1, \ldots, N_S\}} k(x_{T,i}, x'_{T,j}) - \frac{1}{N_T} \sum_{i=1}^{N_T} \max_{j \in \{1, \ldots, N_S\}} k(x_{T,i}, x_{S,j})
\tag{15}
\]

A disadvantage of this formulation is that in order to find the most similar sample we always have to look at the entire training set. Therefore, Equation 15 has a quadratic run-time complexity. Yet, suppose we are content with finding only the \( q \% \) most similar samples and we further also allow a failure probability \( p \) for locating such a sample. Then, it can be shown that it is sufficient to only look at a random subset of size \( N_{\text{max}} \geq \log_{100q/p}(p) \), irrespective of the underlying data distribution or sample size (See Appendix A for the proof). Consequently, Equation 15 can be approximated without significant loss of accuracy using a procedure having linear run-time complexity. This result also has the benefit that a source selection system based on our AMMD never has to store the full source training sets to perform queries. In fact, for each source only \( N_{\text{max}} \) samples have to be held in memory, where \( N_{\text{max}} \) is typically less than 100. Using these results, one can use the metric \( d_{\text{AMMD}} \) to obtain modified (asymmetric) versions of the domain distances \( d_{\text{SIDA}} \) and \( d_{\text{IDIA}} \):

\[
d_{\text{A-SDA}}(\overline{T}_D T, \overline{T}_D S) = \epsilon \left( h_S, \overline{T}_D S \right) + 2d_{\text{AMMD}}(\overline{T}_D T, \overline{T}_D S) \tag{16}
\]

\[
d_{\text{A-UDA}}(\overline{T}_D T, \overline{T}_D S) = 2d_{\text{AMMD}}(\overline{T}_D T, \overline{T}_D S) \tag{17}
\]

**Convex Combination of Domains**

In general, we have to expect that none of the candidate source domains \( S \subset \mathbb{S} \) is a perfect match for the target domain. Nonetheless, the target marginal distribution \( p_T(x) \) might be much closer to the subspace spanned by the convex combination of the source marginal distributions (Figure 2). Any point...

---

Figure 2. A synthesized source \( S \) is formed as the convex combination of candidate sources \( S' \).
in this subspace represents a valid marginal distribution and can be parametrized as:

\[ p_{S_s}(x) = \sum_{s=1}^{\mid S \mid} \pi_{S_s} p_{S_s}(x) \]  

(18)
given a source weight vector \( \pi = [\pi_{S_1}, \ldots, \pi_{S_{|S|}}]^T \) satisfying the constraints \( \pi_{S_s} \geq 0 \) and \( \sum_{s=1}^{\mid S \mid} \pi_{S_s} = 1 \). By definition (Equation 18), the distribution \( p_{S_s}(x) \) is a mixture of the source marginal distributions. The weighted training set

\[ \mathcal{T}_{DS_s} = \bigcup_{r=1}^{N_{S_s}} \{ x_{S_s,r} ; C_{S_s} ; \pi_{S_s} \} \]  

is therefore a representative sample of this distribution. The weights can be intuitively understood to mean that each sample from source \( S_s \in S \) is counted as \( \pi_{S_s} \) such samples. As an important intermediate result, we propose extensions of the linear-time MMD estimator (Equation 11) and our asymmetric MMD (Equation 15) to a weighted union of source training sets:

\[
d_{\text{L2MMD}}( \mathcal{T}_{D_T}, \mathcal{T}_{DS_s} ) = \frac{2}{M} \left[ \frac{1}{M/2} \sum_{r=1}^{M/2} k(x_{T,r}, x_{T,2r-1}) - \sum_{s=1}^{\mid S \mid} \sum_{r=1}^{M} k(x_{T,r}, x_{S_s,r}) \right] \]  

\[
+ \sum_{s=1}^{\mid S \mid} \sum_{r=1}^{M} \pi_{S_s} \sum_{r=1}^{M} k(x_{S_s,r}, x_{S_s,2r-1}) \right] \]  

\[
+ \sum_{s=1}^{\mid S \mid} \sum_{r=1}^{M/2} \pi_{S_s}^2 \sum_{r=1}^{M/2} k(x_{S_s,2r}, x_{S_s,2r-1}) \right] \]  

(19)

\[
d_{\text{AMMD}}( \mathcal{T}_{D_T}, \mathcal{T}_{DS_s} ) = \left[ \frac{1}{N_T} \sum_{T,i=1}^{N_T} \max_{|j| \leq \log_2 \left( \frac{L+\lambda}{L} \right)} k(x_{T,i}, x_{T,j}) \right] \]  

(20)

In the next section, we present a fast and greedy optimization scheme that minimizes \( d_{\text{AMMD}} \) w.r.t. \( \pi \).

**Fast Synthesis of Source Domains by Boosting**

Convex representation problems, like the one in Equation 18, are related to dictionary learning. The Iterative Nearest Neighbor (INN) algorithm (Timofte and Van Gool, 2012) is a recent method that approximately solves such problems in a greedy fashion. The solution at iteration \( L \) is given as:

\[ p^L_{S_s}(x) = \sum_{l=1}^{L} w^l p_{S_s}(x) \]  

(21)

where the iteration weights are computed as:

\[ w^l = \frac{\lambda}{(1 + \lambda)^l} \]  

(22)

for a fixed parameter \( \lambda \). In order to find the next solution \( p^{L+1}_{S_s}(x) \), we select a source which minimizes the representation error to the target domain according to our domain distance:

\[ S_{L+1} = \arg\min_{S \in S} d_{\text{DAMD}}( \mathcal{T}_{D_T}, \mathcal{T}_{DS_s} ) \]  

(23)

The same source may be chosen multiple times at different iterations. The source weights can be derived from the iteration weights as follows:

\[ \pi_{S_s} = \sum_{l=1}^{L} w^l \cdot \{ S_l = S_s \} \]  

(24)

Originally, the INN algorithm was designed to work on vectors in Euclidean spaces. When interpreted in the space of probability distributions, the procedure has strong parallels to a non-adaptive variant of the boosting paradigm, whose most well-known implementation is AdaBoost (Schapire and Singer, 1999). Similar to boosting, the synthesized source is a weighted combination of weaker approximations. In addition, the update step in Equation 23 has the effect to steer the optimization successively to prioritize parts of the distribution that are not yet well represented while also attenuating overrepresented parts.

The sum \( \sum_{l=1}^{L} w^l \) approaches 1 while the iteration weights \( w^l \) become smaller and smaller. We can therefore stop the algorithm after \( L \) iterations such that \( \sum_{l=1}^{L} w^l > \beta \) while avoiding large approximation errors. From Equation 22 follows:

\[ L = \frac{\log(1-\beta)}{\log(1+\lambda)} \]  

(25)

For typical parameter values \( \beta = 0.9, \lambda = 0.5 \) only, and \( L = 6 \) required iterations. The run-time complexity of the entire multi-source selection algorithm using \( d_{\text{DAMD}}( \mathcal{T}_{S_{\text{UBA}, \text{A}}}, \mathcal{T}_{S_{\text{UBA}, \text{B}}} ) \) can be given as \( O(\lambda^3) \). The same result for our supervised variants \( d_{\text{DAMD}}( \mathcal{T}_{S_{\text{UBA}, \text{A}}}, \mathcal{T}_{S_{\text{UBA}, \text{B}}} ) \) reads as \( O(\lambda^3) \). Finally, the complexity of the classification algorithm used to estimate the first term in Equation 12.

**Algorithm 1 Kernel Bandwidth Estimation**

\[ \phi = 1.61803398875 \]  

\[ (L,R) \rightarrow (0, \pi/2) \]  

\[ (A,B) \rightarrow (R - (R - L)/\phi, L + (R - L)/\phi) \]  

for \( i = 1 \ldots \text{MaxIter do} \)

\[ f_{\lambda} \cdot d_{\text{KAMD}}( \mathcal{T}_{D_T}, \mathcal{T}_{S_s} ) \]  

with \( \sigma = \tan(A) \)  

\[ f_{\sigma} \cdot d_{\text{KAMD}}( \mathcal{T}_{D_T}, \mathcal{T}_{S_s} ) \]  

with \( \sigma = \tan(B) \)  

if \( f_{\lambda} < 0 \) then  

\( R - A \)  

else if \( f_{\sigma} < f_{\lambda} \) then  

\( R - B \)  

else  

\( L - A \)  

end if  

\[ (A,B) \rightarrow (R - (R - L)/\phi, L + (R - L)/\phi) \]  

end for  

return \( \sigma_{\text{max}} = \tan((L + R)/2) \)
Using the results by Shestopaloff (2010), we can show that this optimization problem has exactly one maximum at \( \sigma_{\text{max}} \) and at most one minimum at \( \sigma_{\text{min}} \). Furthermore, if \( \sigma_{\text{min}} \) exists then \( \sigma_{\text{max}} < \sigma_{\text{min}} \) holds. Finally, \( d_{\text{MMD}} \) will tend towards zero for both \( \sigma \to 0 \) and \( \sigma \to \infty \). We can therefore conclude that \( d_{\text{MMD}}(\sigma_{\text{min}}) = 0 \) if a minimum exists. Whereas theoretically, the MMD only can take positive values, this case can still occur for very similar domains due to errors in the empirical estimates of the expectations. The general shape of the function \( d_{\text{MMD}}^2 \) is shown in Figure 3.

We solve this optimization problem using a Golden-Section-Search (GSS) (Press, 2007) (see Algorithm 1). The GSS searches the maximum of a strictly unimodal function. We modified the GSS to handle the case where a minimum \( \sigma_{\text{min}} \) exists. The value range (0,∞) is mapped to (0,π/2) using the atan function. In our experiments, the algorithm typically converged in less than 10 iterations. Our empirical evaluation in the Experiments Section shows that the same approach is also valid for our asymmetrical MMD.

**Improving Robustness by Bootstrap Aggregation**

As all empirical estimators, our MMD estimators have a non-zero estimation variance which may result in a suboptimal solution \( \pi \). We propose to reduce this variance by averaging \( \pi \) over multiple independent runs of our multi-source selection algorithm. Each run is performed on a bootstrap sample of the training sets \( T_{ij} \) and \( T_D \). Bootstrap sampling describes a procedure where a new sample is generated using independent draws with replacement from an input sample. The statistical properties of bootstrap sampling are described in detail in (Hesterberg et al., 2003).

**Ranking of Source Domains**

The domain ranking setting might resemble a more relevant workflow for the supervised classification of remote sensing imagery than source selection as previously presented. We assume that we have to process a batch of \( E \) images for which initially no training data is available. In order to create some training data, we have to label some of these images manually. Obviously, we do not intend to label all of them. In this setting all images can be considered as target domains \( T_{e} \in T \), while only some of them will also be used as source domains \( S \) for our source-selection algorithm. Our goal is to find a small subset \( S \) that will be sufficient to achieve acceptable classification results. A reasonable workflow could be to label source domains sequentially, training a classifier whenever a new source domain is added and applying that classifier to all target domains; a visual inspection of the results could guide the decision when to stop labeling new domains. A domain ranking algorithm must therefore be able to compute an ordering of the domains of the batch in which the most informative domains are placed early. For computational reasons we have chosen to restrict our research to greedy algorithms. We use a variant of the kernel herding algorithm by Chen et al. (2012). Kernel herding greedily selects a small representative super sample from a larger sample of an unknown distribution. At each step, we select a new sample that is similar to many other samples while also being dissimilar to already selected ones. Due to its formulation as a kernel method, kernel herding is flexible enough to be adapted to the domain ranking problem. Only a kernel matrix \( K \) needs to be defined which encapsulates a pairwise similarity measure between domains. A simple kernel matrix could be directly constructed from the MMD as \( k_{ij} = 1 - d_{\text{MMD}}(T_{Dij},T_{DJ}) \). While this simple approach typically produces good results, we have determined empirically that it can be far from the optimum if less than five sources are to be selected. Therefore, we propose a more elaborate method to supersede the simple \( k_{ij} \) domain kernel.

We first note that the source weights \( \pi \) from our multi-source selection algorithm also describe a domain similarity, as more related sources are associated with larger weights. To construct \( K \) we first apply multi-source selection to each \( T_e \) using any of our unsupervised domain distances \( d_{\text{UDA, A-UDA}} \) while using all other domains as candidate sources. We define the \( e^e \) column vector of \( K \) as the source weight vector \( \pi_e \) for the \( e^e \) domain. We also have to consider self-similarity of domains by setting the main diagonal of \( K \) to 1. The kernel herding algorithm then starts with an empty set \( S \) of selected source domains. At each iteration the next most informative source domain \( S_{\text{select}} \) is chosen as:

\[
S_{\text{select}} = \arg\max_{T_e \in T \setminus S} \left[ \frac{1}{|T_e|} \sum_{t \in T_e} k_{uu} - \frac{1}{|S| + 1} \sum_{s \in S} k_{uv} \right]
\]

and added to \( S \). The main result of the algorithm is the order in which datasets should be selected for labeling so that they can serve as source domains.

**Experiments**

**Test Data and Test Setup**

Our experimental evaluation is based on three datasets (see Figure 4). Two of them are the Vaihingen and Potsdam datasets from the ISPRS 2D semantic labeling contest (Wegner et al., 2018). Three of them are the Vaihingen and Potsdam datasets from the ISPRS 2D semantic labeling contest (Wegner et al., 2018).
et al., 2016). The Potsdam dataset was resampled from 5 cm to a ground sampling distance (GSD) of 8 cm to reduce the computational burden. Only patches for which a reference is available were used in our experiments. A third dataset, referred to as 3CITYDS, consists of three regions of German cities of varying size, degree of urbanization, and architecture (Buxtehude, Hannover, Nienburg). This diversity produces much more pronounced differences between domains. Each region covers an area of 2x2 km² but is evenly split up into nine patches. The reference data for the 3CITYDS dataset was generated manually based on the image data. For all datasets, both orthophotos and digital surface models (DSM) generated by image matching are available. The properties of all datasets are given in Table 1. Finally, we also consider a fourth dataset, Combined, which is the union of the Vaihingen, Potsdam, and 3CITYDS datasets.

All experiments are based on a pixel-wise classification of the input data into the four object classes building, tree, low vegetation, and impervious surface. The impervious surface class also includes clutter and cars. Furthermore, we used the same feature space for all datasets. Under this constraint, we selected the five most discriminative features using a Random Forest-based feature selection method (Breiman, 2001) from a pool of spectral, structural, and texture features. We settled on the normalized difference vegetation index (NDVI), normalized digital surface model (NDSM) and the pixelwise red, green and near infrared spectral components.

Table 1. Dataset properties. GSD: ground sampling distance. R/G/B/I: red / green / blue / near infrared band; patches: number of patches per data set; features / classes: numbers of features used / classes discerned in classification.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>GSD</th>
<th>Channels</th>
<th>Patches</th>
<th>Features</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaihingen</td>
<td>8 cm</td>
<td>RGBI</td>
<td>15</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Potsdam</td>
<td>8 cm</td>
<td>RGBI</td>
<td>23</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>3CITYDS</td>
<td>20 cm</td>
<td>RGBI</td>
<td>27</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

In this section, we present an experimental evaluation for two different data acquisition settings. The first, domain selection, corresponds to a setting in which only one new target image needs to be classified while large quantities of labeled images are already available from earlier surveys. For the domain ranking setting, we assume that a large amount of target images has to be classified and that initially no training data is available, so that domain ranking is applied to determine which images should be labeled to serve as source domains. In all experiments, the evaluation is based on metrics derived from the overall accuracy (OA), i.e., the percentage of correctly classified pixels when comparing the classification results to a reference.

Domain Selection

A successful source selection should be able to find related sources and reduce the expected classification error. The evaluation consists of two parts. First, we analyze our proposed multi-source selection method. Our method is applied to each patch (=T) to synthesize a source $S$ using all remaining patches of the dataset as candidate sources. For the domain selection setting, we assume that these candidate sources are fully labeled. We examine several source selection strategies. Single source selection selects only one source domain that has the lowest domain distance to the target domain while multi-source selection utilizes labeled samples from all source domains using source weights as previously described. We examine both strategies in combination with both domain distances $d_{(S|DA,UDA)}$ and their asymmetric variants $d_{(A-S|DA,A-UDA)}^a$.

We compare these methods to two simple reference methods: Random Source and All Sources. Random Source selects a single source randomly from all candidate sources. All Sources, on the other hand, uses all sources and assigns them uniform source weights. In the first set of experiments, we are mainly interested in the performance of the synthesized source on the target task, so that classification is performed using multi-class logistic regression without DA, but using the source weights $\pi_o$ to weight the samples.

In our second experiment, we enable the DA extension for our classifier, applying it to a synthesized source $\hat{S}$ generated by our unsupervised asymmetric multi-source selection algorithm using only the 1 to 3 sources featuring the largest source weights.

Source selection and DA are applied using pixels on a regular grid of size 10 px to 30 px to reduce spatial dependency; the grid size was adapted to the GSD and the patch size of the individual datasets, thus using only about 0.25 percent of the data in these processes (while using all data for evaluation). For the source selection, we selected about 80 percent of these pixels per patch for each bootstrap run. For the logistic regression classifier, we applied a polynomial expansion of degree 2. The entire set of parameters used for DA is given in Table 2, whereas Table 3 shows the parameters used for source selection. The DA parameters were tuned empirically on a small random subset of patches across all datasets. The same parameter values were used for all datasets without further tuning. The source selection parameters are non-critical and were set to achieve a good tradeoff between speed and performance. As source selection has some random components, each experiment is repeated ten times, and we report average quality indices.

Table 2. Parameters used for the DA method previously described. $\sigma_o$, $\sigma_{DA}$: Weights for the gaussian priors for regularization used for training the initial classifier and in the DA process, respectively; $\rho_G$, $\rho_A$: number of samples per class for transfer and elimination; KNN: number of neighbors in the KNN analysis for deciding which target samples to include for training; $h$: parameter of the weight function $g_{max}^{DA}$ (Paul et al., 2016). $\lambda_{max}$, $\lambda_{max}^{PS}$, $\lambda_{max}^{PT}$: parameters of the weight function in Equation 4, in case of $g_{max}$ for source and target domain, respectively.

<table>
<thead>
<tr>
<th>$\sigma_o$</th>
<th>$\sigma_{DA}$</th>
<th>$\rho_G$</th>
<th>$\rho_A$</th>
<th>KNN</th>
<th>$h$</th>
<th>$\lambda_{max}$</th>
<th>$\lambda_{max}^{PS}$</th>
<th>$\lambda_{max}^{PT}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>15</td>
<td>30</td>
<td>30</td>
<td>19</td>
<td>0.7</td>
<td>200</td>
<td>1.5</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 3. Parameters of multi-source selection. MaxTet GSS: Maximum number of iterations of Golden-Section-Search. INN $\lambda$: parameter of the weight function in equation 22. INN $\beta$: threshold for the sum of weights for generating a synthetic source domain. Bootstrap runs / size: number of bootstrap runs for synthetic source generation and number of samples used in each run, respectively. $N_{max}$: number of samples used to determine the asymmetric domain distance.

<table>
<thead>
<tr>
<th>MaxTet GSS</th>
<th>INN $\lambda$</th>
<th>INN $\beta$</th>
<th>Bootstrap Runs</th>
<th>Bootstrap Size</th>
<th>$N_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.5</td>
<td>0.9</td>
<td>10</td>
<td>5000</td>
<td>60</td>
</tr>
</tbody>
</table>

Domain Ranking

1. Source: Extract from the geospatial data of the Lower Saxony surveying and cadastral administration, ©2013.
For this experiment, we evaluate our proposed domain ranking algorithm. The goal is to achieve a high overall accuracy while only using sources from a small set of candidates, thus reducing the work related to manually labeling these sources. Therefore, we only use the most informative domains as source candidates as defined by the domain ranking produced by the kernel herding algorithm. Previous experiments have shown that single source selection with our new asymmetric domain distance (dA-UDA) is competitive with our best multi-source method while also being much faster to compute. For this reason, we ran the domain ranking experiments using this source selection method only. To give a context to our results, we also provide an upper and lower bound of the average overall accuracy for the datasets. When only a single labeled source was used, the upper bound was determined by testing all patches as sources, selecting the source that maximized the average overall accuracy over the entire dataset. The bound for larger sets of sources was estimated in a greedy manner by iteratively adding source candidates using the same criterion. The lower bound was generated similarly by minimizing the average overall accuracy.

Results and Discussion

Domain Selection

Figure 5 and Table 4 show the evaluation of source selection without using DA. The evaluation is based on $\Delta OA = OA_{TT} - OA_{ST}$, where $OA_{TT}$ is the overall accuracy achieved on the target dataset when training the classifier on a labeled target dataset and $OA_{ST}$ is the overall accuracy on the target dataset when training on a synthesized source. Thus, $\Delta OA$ directly shows how much performance is lost by not having access to class labels in the target domain, and it should be as small as possible. We present percentile plots and the average $\Delta OA$ as well as the standard deviation (STDEV) of $\Delta OA$ over 10 test runs for each dataset separately. The percentile plots show the cumulative distribution of $\Delta OA$ over all patches in a dataset. Generally, we strive to achieve large losses (right side on the percentile plots) for only a small number of patches in a dataset (bottom of the percentile plots). The results do not exhibit too many surprises. With all datasets, random selection is clearly inferior to all other tested methods. Furthermore, using multiple weighted sources usually outperforms single source selection. Our asymmetric MMD generally performs similarly to their symmetric versions. Yet, while the MMD is evaluated on the entire

Table 4. Source selection results for different variants of the algorithm as previously explained. Mean $\Delta OA$: Average loss in overall accuracy when compared to a classifier based on target training data in 10 test runs (lower is better). STDEV: standard deviation of $\Delta OA$ over 10 test runs.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaihingen Mean $\Delta OA$</td>
<td>4.4</td>
<td>2.2</td>
<td>2.5</td>
<td>2.7</td>
<td>2.1</td>
<td>2.3</td>
<td>2.5</td>
<td>2.3</td>
</tr>
<tr>
<td>Stdev</td>
<td>2.9</td>
<td>1.3</td>
<td>1.5</td>
<td>1.6</td>
<td>1.3</td>
<td>1.3</td>
<td>1.4</td>
<td>1.3</td>
</tr>
<tr>
<td>Potsdam Mean $\Delta OA$</td>
<td>6.2</td>
<td>3.1</td>
<td>3.4</td>
<td>3.1</td>
<td>2.5</td>
<td>2.6</td>
<td>3.3</td>
<td>2.5</td>
</tr>
<tr>
<td>Stdev</td>
<td>5.9</td>
<td>3.5</td>
<td>3.3</td>
<td>2.4</td>
<td>2.3</td>
<td>2.3</td>
<td>3.0</td>
<td>2.1</td>
</tr>
<tr>
<td>3CITYDS Mean $\Delta OA$</td>
<td>26.6</td>
<td>10.6</td>
<td>2.6</td>
<td>2.7</td>
<td>2.3</td>
<td>2.2</td>
<td>3.4</td>
<td>2.3</td>
</tr>
<tr>
<td>Stdev</td>
<td>22.5</td>
<td>5.0</td>
<td>2.8</td>
<td>2.8</td>
<td>2.7</td>
<td>3.3</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>Combined Mean $\Delta OA$</td>
<td>20.5</td>
<td>7.5</td>
<td>3.2</td>
<td>2.8</td>
<td>2.5</td>
<td>2.3</td>
<td>3.3</td>
<td>2.4</td>
</tr>
<tr>
<td>Stdev</td>
<td>15.6</td>
<td>7.4</td>
<td>2.9</td>
<td>2.6</td>
<td>2.5</td>
<td>2.3</td>
<td>2.8</td>
<td>2.2</td>
</tr>
</tbody>
</table>

Figure 5. Source selection results. $\Delta OA$: difference in overall accuracy compared to a classifier based on target training data. Percentile: the percentage of patches in the data set for which $\Delta OA$ is smaller than the value on the abscissa. Example (Vaihingen, All Sources): for 25% of the target patches the loss in OA is larger than 3% ($\Delta OA > 3\%$).
training sets, the AMMD only ever has access to $N_{im}$ samples of each source training set. In contrast to the experiments in (Vogt et al., 2017), the supervised domain distances generally perform worse than their unsupervised variants. The core idea is that the $d_{im}$ adds a bias to prefer sources that have a larger margin, and therefore also a simpler decision boundary. It appears that this bias might not always be desirable and its application should depend both on the feature space and on the classification method. Surprisingly the AMMD seems to be less affected. We currently do not have an explanation for this observation. For the Vaihingen dataset, the tested methods result in very similar results, which is a behavior different from the one for the other datasets. As most patches in the Vaihingen dataset have a very similar appearance and class distribution, the gains from using TL methods should be expected to be small. The 3CITYDS and Combined datasets, on the other hand, present a more difficult challenge due to the pronounced inhomogeneity between patches. While both naive source selection strategies, Random Source and All Sources, perform particularly bad here, our proposed multi-source selection methods manage to achieve stable performance ($\leq 2.5\%$) across all datasets.

Figure 6 and Table 5 show the DA results using a random source and the 1 to 3 best sources according to unsupervised multi-source selection using our asymmetric MMD metric. Again, the evaluation is based on $\Delta OA$ as described earlier in this section. In addition, we compared the OA on the target data with and without enabling the DA extension in logistic regression. We report $\Delta DA = OA_{ST} - OA_{ST}$, where $OA_{ST}$ is the overall accuracy on the target dataset when training on a synthesized source after domain adaptation. $\Delta DA$ can be understood as the mean difference in OA due to enabling DA over all patches of a dataset, where positive $\Delta DA$ represents a positive transfer. The test shows that using multiple sources always improves the prospects of DA (indicated by $\Delta DA > 0$), but this effect also seems to diminish quickly when a larger number of sources is used. Compared to the results in (Vogt et al., 2017) the gains of using DA seem to be reduced for more complex feature spaces. It can be observed that DA still shows the greatest benefits for complex and inhomogeneous datasets, like the 3CITYDS or Combined datasets. Our initial working hypothesis was that applying instance-transfer based DA to a related source should improve the expected gains, with the goal to achieve positive transfer in most target domains. Our experiments have shown that while selecting a related source is a necessary condition to this end, it does not appear to be sufficient alone.

Despite the modest improvements in overall accuracy, DA may still be worthwhile for some applications. Figure 7 shows an example for the class building from our DA experiments using the Combined dataset. The figure shows that the synthesized source sometimes failed to reproduce low buildings with flat roofs; obviously, even in the synthesized source the DSM heights were not representative for such buildings in these cases. These buildings may be recovered using DA, as seen in Figure 7d. The overall pixel count covered by such objects remains small compared the patch size, which explains their low impact on the measured $\Delta DA$ values.
Domain Ranking

Figure 8 shows the results of our domain ranking experiments. The diagrams plot the average OA for a dataset when applying source selection as a function of the number $N_I$ of source domains that are assumed to provide training data. The order in which the domains are considered for labeling and, thus, to be included in the set of available source domains, is the one predicted by our domain ranking procedure. It can be easily seen that our proposed method is capable of selecting the most important sources with a high degree of certainty. The results of our kernel herding approach follow the theoretical optimum very closely on all datasets. For the Vaihingen, Potsdam and 3CITYDS datasets, less than five of the patches would have to be labeled manually to achieve results closer than 2 percent in OA to a fully labeled dataset. For the Combined dataset, this figure can be stated as less than 10 patches. Considering the evaluated datasets, our proposed algorithm would be able to save more than 66 percent to 85 percent in manual labeling cost while only incurring a negligible amount of loss in OA. While the performance for few candidate sources is already quite satisfactory, the plots also show a very slow convergence to the optimum afterwards. It appears that while our proposed kernel matrix does contain enough information to confidently rank the most important domains, it cannot do so for the more uninformative domains. We tested this hypothesis by repeating kernel herding with small random perturbations to $K$. We notice that the absolute domain ranking quickly becomes unstable after the first few ranks. Yet, for practical applications, we do not expect this to become a significant problem.

We also provide runtime measurements for our single source selection based on the $d_{A,UDA}$ domain distance. For instance, in the experiments based on the combined dataset, computing the source weights for a single target takes 6.6 sec using our GPGPU implementation² on a single NVIDIA GTX 1060. Applying domain ranking on this dataset therefore takes only about seven minutes. It should be noted that this performance scales linearly with the size of the target training set, the number of source domains and the number of features, yet remains constant with reference to the sizes of the source training sets.

2. Can be made available by the corresponding author on request

Figure 7. Example for the classification results for class building from the Combined dataset. Buildings are printed black. (a) Image (b) Results of a classifier trained on target data (c) Results after multi-source selection without DA using three sources (d) Results with DA.

Figure 8. Domain ranking results. Avg. OA: average overall accuracy over the dataset for different numbers of candidate source domains (higher is better). $N_I$: number of source domains that provide labeled training data.

---

(a) Visual (b) Target Classifier (c) Source Selection (d) Domain Adaptation

(a) Vaihingen (b) Potsdam

(c) 3CityDS (d) Combined
Conclusions
In this work, we presented two domain distance measures based on the MMD and their variants that are able to capture the asymmetric relationship between target and source domains in a supervised learning setting. The supervised domain distances require labeled samples in the source domain, while the unsupervised distances operate without using any labels. We developed a multi-source selection method that synthesizes a related source as a weighted combination of a set of candidate sources, of which only a few may be related to the target. Our fastest method has a linear run-time complexity in regard to the number of candidate sources and the size of the target training set. More importantly, our proposed asymmetric MMD metric has a small memory footprint since it requires less than 100 samples from each source domain and is thus applicable to very large datasets. We also expanded an existing DA method to cope with multiple sources being assigned different weights.

Our experiments show that multi-source selection is consistently able find related sources from a large set of candidate sources. The average loss in classification performance very predictably remains below 2.5 percent when compared to a classifier that has full access to labeled samples in the target domain over a variety of datasets. Additionally applying DA achieved a small positive transfer when using the weighted combination of two or more sources selected by our unsupervised procedure. Yet, this gain is quite small and could not be achieved for all datasets. Finally, we examined a scenario where only unlabeled data is available. We applied our source selection method to find the most informative domains. We have shown these informative domains to be good candidates for manual labeling and that an acceptable classification accuracy can be achieved while reducing manual work by up to 85 percent.

For our experiments, we have assumed a shared feature space for all domains. In the future, we plan to integrate our source selection method with feature selection and feature extraction approaches, such as deep neural networks (Long et al., 2015). By adaptively finding an optimized feature space in which the target and source domains maximize their similarity, the usage of more complex features should become feasible.
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Appendix: Proof for the Relation to Determine \( N_{\text{max}} \)

**Theorem 1:** Given a statistically independent sample \( X(x) \), \( x \in \mathcal{X} \), from a distribution defined by its cumulative distribution function \( \Pr(x<s) \). Let \( q = \Pr(x<s) \) be the probability that \( x \) is at least as large as a given value \( s \). Also, let \( p = 1 - \Pr(\max_{x \in X} x \geq s) \) be the probability that the largest element in a set \( X \) is smaller than \( s \). Then, for a fixed \( p \) and \( q \) the relationship \( N \geq \log_{1/q} (p') \) holds.

**Proof.**
Given 
\[
q = \Pr(x<s)
\]
\[
p = 1 - \Pr(\max_{x \in X} x \geq s) = \Pr(x < s \forall x \in X) = (1-q)^N
\]
It follows 
\[
1 - \Pr\left(\max_{x \in X} x \geq s\right) \leq p' \iff (1-q)^N \leq p' \iff N \geq \log_{1/q} (p')
\]
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Multitemporal Classification Under Label Noise Based on Outdated Maps

Alina E. Maas, Franz Rottensteiner, Abdalla Alobeid and Christian Heipke

Abstract
Supervised classification of remotely sensed images is a classical method for change detection. The task requires training data in the form of image data with known class labels. If the training labels are acquired from an outdated map, the classifier must cope with errors in the training labels. These errors (label noise) typically occur in clusters in object space, because they are caused by land cover changes over time. In this paper we adapt a label noise tolerant training technique for classification, so that the fact that changes affect larger clusters of pixels is considered. We also integrate the existing map into an iterative classification procedure to act as a priori in regions which are likely to contain changes. Additionally we expand the model for multitemporal data, making it applicable for time series. Our experiments are based on four test areas, including a multitemporal example. Our results show that this method helps to distinguish between real changes over time and false detections caused by misclassification and thus improve the accuracy of the classification results.

Introduction
The updating of topographic databases (referred to as maps for brevity) is typically based on a classification of current remote sensing imagery. Comparing the results to the map, areas of change can be detected and the map can be updated accordingly. Supervised classification is commonly used for that purpose, requiring representative training data that are typically generated in a time-consuming manual process. The latter could be avoided by using the existing map to derive the class labels of the training samples. As the map may be outdated, classifiers using the class labels derived from the map for training must take into account the fact that some of these labels will be wrong. Nevertheless, changes typically only affect a relatively small part of a scene, so that one can assume the majority of the training data to be correct.

From the point of view of training the classifier, changes will correspond to errors in the training labels if the outdated map is used to obtain the training samples. In machine learning, such errors in the class labels of training data are referred to as label noise (Frénay and Verleysen, 2014). In remote sensing, the problem has mostly been dealt with by data cleansing, i.e., by detecting and eliminating wrong training samples, e.g., Radoux et al. (2014). An alternative is to use probabilistic methods for training under label noise which also estimate the parameters of a noise model. An example for such an approach is the label noise tolerant logistic regression (Bootkrajang and Kabán, 2012), which has been applied successfully in the context of remote sensing in (Maas et al., 2016). However, the underlying noise model of that technique assumes wrong labels to occur at random positions in the image. This is not a very realistic model for change detection, where changes typically occur in spatial clusters in object space, e.g., due to the construction of a new building, and may lead to a degradation of the classification performance.

Using the existing map has another potential benefit. As change is usually a rare event, the existing class labels can be seen as providing observations for the prediction of the new class labels. This may be particularly useful in areas where the classifier cannot distinguish the class label by the given features well, e.g., at object borders. The corresponding probabilities for the classes to be correct are related to the probability of observing a wrong label and, thus, to the parameters of a probabilistic noise model (Bootkrajang and Kabán, 2012). However, such an assumption also neglects the fact that changes typically occur in compact clusters. It would typically lead to a strong bias for maintaining the class label of the map, which is desired in areas without changes, but may limit the prospects of detecting real changes.

The parameters of a probabilistic noise model can also be used in a multitemporal setting. The trained parameters describe the change between two epochs, namely the epoch of the map creation and the epoch of recording the current data. If there are remotely sensed data for the first epoch as well, e.g., because the map was created by classifying remotely sensed data, the parameter of the noise model can be used for temporal transitions in multitemporal models like the multitemporal CRF described in (Hoberg et al., 2015).

In this paper, we propose a new supervised classification method that tries to extract as much benefit as possible from the availability of outdated information about the area to be classified, such the existing map and the remotely sensed data of earlier epochs. First, our method uses the class labels from the map for training. This is achieved by expanding the method by Bootkrajang and Kabán (2012) to take into account that changes typically occur in clusters, which we expect to improve the results in scenes with a large amount of change. Second, the class labels of the existing map are included as observations in a classification procedure based on Conditional Random Fields (CRF). We propose an iterative procedure to reduce the impact of the observed class labels in compact areas that are likely to have changed, which we expect to improve the classification results in areas of weak features and affect only a relatively small part of a scene. Third, we integrate more epochs into the CRF model to see if the results improve due to use of time series.

To evaluate the inclusion of map information in training and classification we use four datasets with different degrees of changes. One of these datasets also contains several epochs, which is used to evaluate the multitemporal model.

This is an extended version of (Maas et al., 2007). Compared to the original submission, we have expanded the methodology to a multitemporal CRF-based model. We have also expanded the experimental evaluation by adding a new multitemporal dataset of Las Vegas, which, unlike the data in...
the original paper, contains real changes and, thus, allowed an evaluation of the described procedure with respect to its ability of detecting real changes.

**Related Work**

The detection of changes, which forms the basis of the updating process of maps, can be based on tree strategies (Jianya et al., 2008). The first group compares the image data of two epochs directly, using features such as band ratios e.g., Subudhi et al. (2014). A strong weakness of such methods is the assumption that the appearance of objects remains constant over time, which may not always be correct (Mas, 1999). In addition, the type of change is not determined in most cases, only the occurrence of changes (Lu et al., 2004). The second group compares the results of an independent classification applied to images of both epochs. In such a setting, classification errors directly lead to errors in change detection and thus a sufficient amount of high quality training data are often necessary to receive good classification results (Lu et al., 2004). The most general case is captured by the third group, which integrates all known data simultaneously for multitemporal classification. In a probabilistic context this can be done by Conditional Random Fields, where transition probabilities between epochs are considered, e.g., Hoberg et al. (2015). In most cases, these transition probabilities are found empirically, e.g., Hoberg et al. (2015), or based on expert knowledge, e.g., Melgani and Serpico (2003). A possibility to extract these probabilities by an expectation maximization algorithm is shown by Bruzzone et al. (1999). The algorithm uses two images with the same resolution to extract the joint probability of two epochs. In our case, no image is given for the time of map creation. Additionally the algorithm needs correct training data for both epochs, which we want to avoid.

As no sensor data are assumed to be available for the time of the acquisition of the existing map, we classify the current data and compare the results to the outdated map, which corresponds to the second strategy of change detection. However, we use a multitemporal model for classification if data of more epochs are available, which would correspond to the third strategy.

For the reasons pointed out in the Introduction, a training procedure taking the class labels of the training samples from an existing map must cope with label noise. Frénay and Verleysen (2014) differentiate three types of statistical models for label noise. The noisy completely at random (NNCAR) model does not consider dependencies between label noise and other variables. In the noisy at random (NAR) model, the probability of an error depends on the class label. If the dependencies between labeling errors and the observed data are considered, the model is called noisy not at random (NNNAR). This would be an appropriate choice in our case to model that label noise typically occurs in clusters in image space. We do not build a NNNAR model explicitly, but we use one implicitly by an iterative strategy for reducing the impact of training samples forming clusters of potentially changed pixels. Existing NNNAR models tend to analyze the distributions of the training samples in feature space, e.g., assuming label noise to occur more likely near the classification boundaries or in low-density regions (Sarma and Palmer, 2004). Apart from being drawn from another domain than image classification, this is not a model of local dependencies between label noise at neighboring data sites.

Frénay and Verleysen (2014) distinguish three strategies for dealing with label noise. First, classifiers that are robust to a low noise level by design can be used. For example the random forests classifier (Breiman, 2001) is robust to some degree of noise (Pelletier et al., 2017), but still may have difficulties with large amounts of label noise (Maas et al., 2016). The second strategy tries to remove training samples affected by label noise from the training set, e.g., Sun et al. (2007). Such data cleansing methods have been criticized for eliminating too many instances (Frénay and Verleysen, 2014). The third option is to use a classifier which is tolerant to label noise. In this context, probabilistic approaches learn the parameters of a noise model along with the classifier in the training process; examples are (Bootkrajang and Kabán, 2012), using logistic regression as the base classifier, and (Li et al., 2007), presenting a method based on the kernel Fisher discriminant. An example for a non-probabilistic approach is the label noise tolerant version of a Support Vector Machine (SVM) (An and Liang, 2013). However, non-probabilistic methods typically do not estimate the parameters of a noise model, e.g., transition probabilities containing the probability for the observed label to be affected by a change (Bootkrajang and Kabán, 2012). Such transition probabilities can be used as temporal transition matrices, linking the observed class labels of the map to class labels at the second epoch (Schistad Solberg et al., 1996). Patrini et al. (2017) also use transition probabilities to train deep neural networks, but for different applications, e.g., image retrieval. In the domain of remote sensing, classification under label noise seems to be based on data cleansing in most cases. An example is Radoux et al. (2014), where two techniques for eliminating outliers to derive training data from an existing map are presented. The first technique removes training samples near the boundaries of land cover types and the other one removes outliers based on a statistical test, assuming a Gaussian distribution of spectral signatures. Designed for data of 300 m ground sampling distance (GSD), the model assumptions, e.g., Gaussian distributions, cannot be used directly for high resolution images. A similar method was used for map updating in (Radoux and Defourny, 2010), using Kernel density estimation for deriving probability densities. Another data cleansing method is reported in Jia et al. (2014). Similarly to the method proposed in this paper, all pixels from an existing map are used for training and the resulting label image is compared to the existing map to detect changes. However, no parameters of a model for label noise are estimated in the training process. This is also true for the data cleansing method based on SVM by Büschenfeld (2013), who eliminates training samples that are assigned to another class than indicated by the given map or that show a high uncertainty. Label noise tolerant training using maps for generating training labels was applied by Mnih and Hinton (2012). They propose two loss functions tolerant to label noise to train a deep neural network, but their method only deals with binary classification problems. Bruzzone and Persello (2009) include information of the pixels in the neighborhood of the training samples in the learning process to achieve robustness to label noise in a context-sensitive semi-supervised SVM. Although the authors argue that such a strategy can be used to integrate existing maps for training, this is not shown explicitly.

In Maas et al. (2016), label noise tolerant logistic regression (Bootkrajang and Kabán, 2012) was applied to use an existing map for training, integrating it into a CRF for context-based classification. The experiments showed that the method is tolerant to a large amount of label noise if it is randomly spread over the image, as would be expected for a method based on a NAR model. However, experiments with more realistic changes were only shown with a small percentage of wrong training labels, and the class labels from the existing map were not used in the classification process. The latter was done by Schistad Solberg et al. (1996), who applied a temporal model based on transition probabilities to include an
outdated land cover map in multitemporal classification, but no local dependencies between changes were considered.

In this paper we build on the method described in Maas et al. (2016), but we expand it by considering the fact that changes occur in clusters. Label noise logistic regression (Bookkrajang and Kabán, 2012) is applied in an iterative procedure in which the impact of training samples in areas of potential change is reduced, while these samples are not completely eliminated. To consider local context, the resultant classifier is integrated in a CRF, in which we consider the original class labels as additional observations. In contrast to Schistad Solberg et al. (1996), the influence of these observations may change in the course of an iterative process if a pixel is situated in a large cluster of potentially changed pixels, so that temporal oversmoothing (Hoberg et al., 2015) can be avoided. If data from more than one epoch are available we use a multitemporal CRF as in Hoberg et al. (2015), but with three main differences. First, the outdated map or classification results of prior epochs are used for training, instead of manually labeled data. This can be done due to the label noise tolerant training procedure. Second, unlike Hoberg et al. (2015) we integrate the labels of an old map in the CRF model as mentioned before. Third, the results from the label noise tolerant training are used to determine the temporal transition probabilities, instead of fixing them to values found empirically. Similar to the integration of the map information these transition probabilities may change if a pixel is likely to be inside a large area of potential change.

Our method can be seen as a combination of “soft” data cleansing (because samples are not eliminated completely) with a probabilistic noise model for including the observed labels from the map, including spatial and temporal context. Thus, we expect it to be able to cope with a larger amount of real change than Maas et al. (2016).

**Label Noise Tolerant Change Detection**

We assume remotely sensed data from at least one epoch and an existing but outdated raster map to be available in the same coordinate system; note that for the sake of clarity we introduce time indices only in sections dealing with the multitemporal setting. The data of an epoch consist of \( N \) pixels, each pixel \( n \) represented by a feature vector \( x_n = [x_n^1, ..., x_n^N] \) of dimension \( F \), calculated from the imagery, and an observed class label \( \bar{C}_n \in C = \{C_1, ..., C_K\} \) from the existing map. \( C \) denotes the set of classes and \( K \) is the total number of classes. As the database may be outdated, the observed labels may differ from the unknown true labels \( C_n \in C \). Collecting the observed and the unknown class labels in two vectors \( \tilde{C} = \{ \tilde{C}_1, ..., \tilde{C}_N \} \) and \( C = \{C_1, ..., C_K\} \), respectively, and denoting the observed image data by \( x \), it is our goal to find the optimal configuration of class labels \( \tilde{C} \) by maximizing the joint posterior \( P(C|C|x) \) of the unknowns given the observations. In this process, we use the class labels of the outdated map for deriving the class labels of the training samples. We start by outlining our modified version of the training procedure for logistic regression by Bookkrajang and Kabán (2012). In the next subsection, we show how logistic regression is integrated into a CRF (Kumar and Hebert, 2006) together with a model for considering the existing class labels \( \tilde{C} \) as observations. The next subsection describes the new iterative procedure for training and inference; these are the sections in which images from one epoch only are assumed to be available. In the last subsection, we expand the CRF model to integrate remotely sensed data from multiple epochs.

**Label Noise Robust Logistic Regression**

Classification is based on logistic regression, a discriminative probabilistic classifier that directly models the posterior probability \( p(C_n = C_k | x_n, w) \) of a class label \( C_k \) given the feature vector \( x_n \). A feature space transformation \( \Phi(x_n) \) may be applied to achieve non-linear decision boundaries in the original feature space. In the multiclass case, the posterior is modeled by Bishop (2006):

\[
p(C_n = C_k | x_n, w) = \frac{\exp(w_k^T \Phi(x_n))}{\sum_{j=1}^{K} \exp(w_j^T \Phi(x_n))}
\]

where \( w_k \) is a vector of parameters for a particular class \( C_k \). As the sum of the posterior over all classes has to be 1, these parameters vectors are not independent, so that \( w_k \) is set to 0; the other vectors are collected in a joint parameter vector \( w \).

In our case, each training sample consists of a feature vector \( x_n \) and the observed label \( \bar{C}_n \). In order to consider this fact in training, Bookkrajang and Kabán (2012) model the probability \( p(C_n = C_k | x_n) \) as the marginal distribution of the observed labels \( \bar{C}_n \) over all values the unknown class labels \( C_n \) may take:

\[
p(\bar{C}_n = C_k | x_n, w) = \sum_{a=1}^{K} p(C = C^a) p(C_n = C^a | x_n, w)
\]

In Equation 2, \( p(\bar{C} = C^a | C = C^a) \) is the probability for a specific type of label noise affecting the two classes \( C^a \) and \( C^b \). These transition probabilities for all class configurations form the \( K \times K \) transition matrix \( \Gamma \) with \( \Gamma(a,k) = \gamma_{ak} = p(C = C^a | C = C^k) \). The transition matrix \( \Gamma \) contains the parameters of a NAR model which are estimated along with the parameters \( w \) in Equation 1. Because this kind of model is unrealistic to describe changes in land cover, we introduce a weight \( g_{nk} \) for every sample \( n \) to control its influence in the training process. In the beginning, these weights are all set to 1; the last subsection describes how they are changed iteratively to consider the assumption that changes occur in local spatial clusters. To determine the unknown parameters \( \hat{w} \) and \( \Gamma \), we apply maximum likelihood estimation of the unknown parameters with a Gaussian prior over \( w \) for regularization. Taking the negative logarithms of the involved probabilities, this results in the minimization of the following target function:

\[
E(\hat{w}, \Gamma) = -\sum_{n=1}^{N} \left( g_n \sum_{k=1}^{K} \ln(S_{nk}) \right) + \frac{w^T w}{2\sigma^2}
\]

In Equation 3, \( t_{nk} \) is an indicator variable taking the value 1 if \( C_{nk} = C^a \) and 0 otherwise. \( S_{nk} = p(C_{nk} = C^a | x_n, w) \) as defined in Equation 2, and the right-most term corresponds to the logarithm of a Gaussian prior with zero mean and covariance \( \sigma^2 I \), where \( I \) is a unit matrix. We use the Newton-Raphson method (Bishop, 2006) for minimizing \( E(\hat{w}, \Gamma) \). In each iteration \( r \), the parameter vector \( \hat{w} \) is determined from \( \hat{w} = \hat{w} - \hat{H}^{-1}\hat{E} \), where \( \hat{E} = [\hat{V}_{w, E^1}, ..., \hat{V}_{w, E^r}]^T \) is the gradient of \( E(\hat{w}, \Gamma) \):

\[
\nabla_{w, E} = \sum_{n=1}^{N} \left( g_n \left( f_{nj} - \hat{r}_{nj} \right) \Phi(x_{nj}) \right) + \frac{1}{\sigma^2} \hat{w}.
\]

In Equation 4 we use the shorthand \( f_{nj} = p(C_{nk} = C^a | x_n, w) \) for the posterior in Equation 1, and \( \hat{r}_{nj} = f_{nj} \frac{1}{K} \sum_{k=1}^{K} \left( \gamma_{ak} \frac{t_{nk}}{S_{nk}} \right) \). The
Hessian matrix $H$ consists of $(K-1) \times (K-1)$ blocks $H_i = \nabla_{w_i} \nabla_{w_i} E$:

$$
\nabla_{w_i} \nabla_{w_i} E = \sum_{n=1}^{N} \left( \beta_n \left( f_{n,i} f_{j,n} + I_0 \left( f_{n,j} - \gamma_n \right) \right) \Phi(x_n) \Phi(x_n)^T \right) + \frac{\delta(i = j)}{\sigma^2} I
$$

In Equation 5, $\xi = \sum_{k=1}^{K} \left( \gamma_{j,k} \gamma_{j,k} \frac{t_{n,k}}{S_{n,k}} \right) I$ is a unit matrix with elements $I_{i,j}$ and $\delta(\epsilon) = 0$ is the Kronecker delta function delivering a value of 1 if the argument is true and 0 otherwise. Optimizing for the unknown weights requires knowledge about the transition matrix $\Gamma$, which, however, is unknown. Bootkrajang and Kabán (2012) propose an iterative procedure similar to expectation maximization (EM). Starting from coarse initial values for $\Gamma$, the parameters $w$ of the classifier are updated as just described. Using these weights, the transition matrix $\Gamma$ is updated afterwards, expanding the updating step presented in Bootkrajang and Kabán (2012) by the weights $g$:

$$
y^T = \frac{1}{c} \sum_{n=1}^{N} \left( g_{n,k} \frac{f_{j,n}}{S_{n,k}} \right)
$$

In Equation 6, $c = \sum_{l=1}^{K} \left( \gamma_{l,k} \gamma_{l,k} \frac{t_{n,k}}{S_{n,k}} \right)$ and $S_{n,k}^{-1} = \sum_{l=1}^{K} \left( \gamma_{l,k} f_{j,l} \right)$ This alternating update of the parameters $w$ and $\Gamma$ is repeated until a termination criterion is reached. The estimated parameters $w$ are related to a classifier delivering the posterior for the unknown current labels $C_n$, not the noisy labels $\tilde{C}_n$. Note that training with equal weights $g_n = 1$ was already used in Maas et al. (2016). In this paper, this is just the case in the beginning of the training procedure. It also has to be noted that the transition matrix $\Gamma$ only represents the transition between the old database and the current labels in the initial training step in which equal weights $g_n$ are used. If the weights of training samples in large clusters of potential changes are low, the majority of the samples affected by label noise will have a low impact on the result, so that $\Gamma$ only represents residual label noise of small local extents for which the NAR model is a sufficiently good approximation.

**CRF Considering the Existing Map**

CRFs are graphical models consisting of nodes and edges that can be used to consider local context in a probabilistic classification framework (Kumar and Hebert, 2006). The nodes of the underlying graph represent random variables, whereas the edges connect pairs of nodes and represent their statistical dependencies. Here, the unknown nodes correspond to the current labels $C_n$ of all pixels $n$, and the edges are defined on the basis of a 4-neighborhood on the image. As described above, the observed variables are the image data $x$ and, different from (Kumar and Hebert, 2006), the observed class labels $\tilde{C}$ (cf. Figure 1 for the structure of the graphical model). The joint posterior $P(C | x, \tilde{C})$ of the unknowns given the observations is modeled by:

$$
P(C | x, \tilde{C}) = \frac{1}{Z} \exp \left( \sum_{n} \left( A_x(C_n, x) + A_T(C_n, \tilde{C}_n) \right) + \sum_{n,m} \left( I(C_n, C_m, x) \right) \right)
$$

where $Z$ is a normalization constant and $I$ is the set of edges in the graph. The association potential $A_x(C_n, x)$ connects the unknown label $C_n$ of pixel $n$ with the image data $x$. Its dependency from the entire input image $x$ is considered by using site-wise feature vectors $x_n(x)$, which may be functions of larger image regions. Any discriminative classifier can be used to model this potential (Kumar and Hebert, 2006); here, it is based on the posterior $p(C_n | x_n)$ of logistic regression according to Equation 1:

$$
A_x(C_n, x_n) = \ln \left( p(C_n | x_n) \right)
$$

The interaction potential $I(C_n, C_m, x)$ describes the statistical dependencies between a pair of neighboring labels $C_n$ and $C_m$. In this paper, the contrast-sensitive Potts model is used for that purpose, which results in a data-dependent smoothing of the resultant label image (Boykov et al., 2001):

$$
I(C_n, C_m, x) = \delta(C_n, C_m) \beta_0 \left( \beta_1 + \left( 1 - \beta_1 \right) e^{- \left( \frac{\Delta x^2}{2 \sigma^2} \right)} \right)
$$

where the parameters $\beta_0$ and $\beta_1$ describe the overall degree of smoothing and the impact of the data-dependent term, respectively, $\sigma$ is the average squared distance between neighboring feature vectors, $\Delta x = \| x_n - x_m \|$ is the distance of two feature vectors $x_n$ and $x_m$, and $\delta(C_n, C_m)$ is the Kronecker delta function. The observed labels are related to the unknown class labels by the temporal association potential $A_T(C_n, \tilde{C}_n)$, derived from the probability of the unknown label given the observed one:

$$
A_T(C_n, \tilde{C}_n) = \theta_n \cdot \ln \left( p(C_n = C^b | \tilde{C}_n = C^a) \right)
$$

**Figure 1.** Graph structure of the CRF considering the existing map. The data $x$ are not included for the sake of clarity.
In Equation 8, there is an individual weight \( \theta_n \in [0, ..., 1] \) for every pixel \( n \). This weight models the influence of the observed label on the classification result of this pixel in inference. As we shall see in the Training and Inference Section, these weights will be adapted in the inference process to reduce the impact of the observed labels for pixels that are very likely to belong to a larger area affected by a change.

**Training and Inference**

In order to obtain the optimum configuration of the current class labels given the observations by maximizing \( P(\mathbf{C} | x, \mathbf{C}) \) according to Equation 7, a joint iterative training and inference strategy is applied. After the determination of initial parameters of the association potential and the parameters of the temporal association potentials in an initial training phase, an iterative scheme of classification and re-training is applied in which the weights of pixels in large areas of potential change according to the current classification result are modified to reduce their impact on the results. These steps are described in the subsequent sub-sections.

**Initial Training and Classification**

In the initial training phase, the observed labels and the data are used for label noise robust training of the logistic regression classifier that serves as the basis for the association potential from Equation 8. According to the theorem of Bayes, these probabilities are related to the parameters \( \theta_n \) of the association potential and the parameters of the interaction potentials (Equation 8) by:

\[
p(C_n = C^k | \tilde{C}_n = C^a) = \frac{p(\tilde{C}_n = C^a | C_n = C^k) \cdot p(C_n = C^k)}{p(\tilde{C}_n = C^a)}. \tag{11}
\]

As we have no access to the distribution of the unknown class labels \( p(C) \), we assume \( p(C_n = C^k) = p(C_n = C^a) \) to derive the temporal association potential from \( \mathbf{C} \). These parameters are kept constant in the subsequent iteration process for the reasons already pointed out: the transition matrix corresponds to the real transition probabilities only in the first iteration (when all training samples have an identical weight \( g_n = 1 \)). The parameters of the interaction potentials \( (\beta, \varphi; \text{cf. Equation 7}) \) are set to values found empirically.

For the determination of the optimal configuration of labels \( \mathbf{C}_\text{opt} = \text{argmax}(P(\mathbf{C} | x, \mathbf{C})) \), Loopy Belief Propagation (LBP) is used (Frey and MacKay, 1998). In the initial classification, the weights \( \varphi_n \) of the temporal association potentials is set to 0 for all pixels, so that this classification is only based on the current state of the association and the interaction potentials.

**Iterative Re-training and Classification**

By comparing the current label image to the outdated map, areas of potential change can be detected. This information is used to update the weight \( g_n \) of each training sample, and label noise robust training of the logistic regression classifier is repeated, using the updated weights. The way in which the weights are updated will be explained below. Training will result in new values for the parameters \( \mathbf{w} \) of the association potentials of the CRF.

Furthermore, the information about potential areas of change is also used to change the weights \( \varphi_n \) of the temporal association potentials as will be explained. Using the updated parameters \( \mathbf{w} \) and weights \( \varphi_n \), another round of inference is carried out, which will lead to an improved classification result. This procedure of updating weights on the basis of the current state of the classification results, re-training and inference is repeated until the proportion of weights that are changed in an iteration is below a threshold or a maximum number of iterations is reached. The procedure is inspired by re-weighting strategies for robust estimation in adjustment theory, e.g., Förstner and Wrobel (2016). The inference results after the last iteration provide the final classification output.

**Weights \( g_n \) of Training Samples**

The weight \( g_n \) of a training sample \( n \) should be high if that sample is probably not affected by a change, and it should be low otherwise. The weights are initialized by \( g_n = 1 \) as long as no information about changes is available. After classification, the resulting labels \( C_n \) can be compared to the map \( \mathbf{C}_n \) to generate a binary map \( B_c \) of potential changes. However, as indicated in Figure 2b for an aerial image, this binary map will also be affected by classification errors. Thus, we define some simple heuristics to adapt \( B_c \) so that it only contains compact clusters of pixels that are very likely to correspond to real changes. As we want our methods to be applicable to a wide variety of images in terms of 

1. Small objects are likely to correspond to classification errors, and there are characteristic patterns of errors where small objects of a class most frequently belong to another class. To realize such an assumption, a binary map \( B_c \) is generated for \( C^n \), containing pixels assigned to \( C^n \) as foreground and all other pixels as background. All connected components of foreground pixels in \( B_c \) that cover an area smaller than a threshold \( o_c \) are removed. After that, the class labels \( C_n \) of pixels corresponding to in the original classification result but belonging to the background in \( B_c \) are changed to \( C_n = \bar{C} \). These labels are compared to the map \( \mathbf{C}_n \) to generate the binary map \( B_c \) of potential changes again.

Figure 2. Example for the identification of potential areas of change. Black / gray: changed / unchanged pixels. Red rectangle in (b): a cluster that corresponds to a shadow.
2. Small objects surrounded by a class \( C^\circ \) probably belonging to that class. This is realized by morphological closing of \( B_t \) using a structural element of size \( z_c \); again, the labels \( C_t \) are changed and a new version of the binary map \( B_t \) is generated.

3. Changes occur in clusters. This is considered by removing all connected components of foreground pixels in \( B_n \) which cover an area smaller than a threshold \( u \).

4. Classification errors often occur at object boundaries, e.g., because of mixed pixels or because of matching errors if digital surface models (DSM) are used in classification. Thus, a set of connected foreground pixels in \( B_t \), forming a line that is thinner than a threshold \( s \) is very likely to be caused by classification errors. Such sets are removed by morphological opening using a structural element of size \( s \).

5. In areas affected by cast shadows, the quality of spectral information or of the DSM (if available) is poor and, thus, potential changes as indicated by \( B_t \) are very likely to correspond to classification errors. To detect shadow areas, the median and the mean of the image intensity in each cluster \( cl \) are compared to the median and the mean of the entire image. If \( \text{mean} < \text{mean}_{\text{img}}/2 \) and \( \text{med}, < \text{med}_{\text{img}}/2 \), i.e., if the pixels in the cluster are very dark compared to the image, the pixels belonging to cluster \( cl \) are removed from the binary map of potential changes \( B_n \). The remaining foreground pixels in \( B_n \) are likely to correspond to real changes (cf. Figure 3d for an example). Of course, this heuristic is only relevant if the GSD is high enough for cast shadows to be visible.

![Figure 3. Graph structure of the multitemporal CRF considering the existing map. The data \( x_t \) are not included for the sake of clarity.](image)

For pixels corresponding to the foreground in the binary map \( B_n \) after applying these heuristics, the weights \( g_n \) are decreased by a constant \( c_r \), so that in iteration \( it+1 \), the weight of the corresponding samples is given by \( g_n^{it+1} = \max(g_n^{it} - c_r, 0) \). The minimal weight is set to a small positive constant \( c_r \) to avoid numerical problems. The weights of pixels that belong to the background in \( B_n \) are updated according to \( g_n^{it+1} = \min(g_n^{it} + c_r, C) \). As a consequence, the weights of pixels that are likely to correspond to changes will be reduced in each iteration; however, a pixel may regain influence if in a certain iteration its most likely class label is identical to the one from the map, e.g., due to the influence of its neighbors or due to the temporal model.

The weights \( \theta_n \) of the Temporal Association Potential

The weight \( \theta_n \) of pixel \( n \) regulates the impact of the temporal association potential and, thus, the influence of the outdated map on the resulting label configuration \( C \) (cf. Equation 8). If a pixel \( n \) is probably not affected by a change, its weight \( \theta_n \) should be high, otherwise it should be low. The initial weight for each pixel is 0, because in the beginning we do not want to bias the result to reject potential changes. In the subsequent iterations, the binary map of potential changes \( B_t \) used to adapt the weights \( g_n \) of the training samples is also used to guide the adaptation of the weights \( \theta_n \) of the temporal model, because the same assumption w.r.t. the plausibility of a potential change indicated by the current classification results apply. In iteration \( it+1 \), the temporal association potentials for pixels corresponding to the foreground in \( B_t \) will be weighted by \( \theta_n^{it+1} = \max(\theta_n^{it} - c_r, 0) \), where \( c_r \) is a positive constant. The corresponding weights of pixels that belong to the background in \( B_n \) are updated by \( \theta_n^{it+1} = \max(\theta_n^{it} + c_r, 1) \).

**Multitemporal CRF**

If additional images from epochs between the time of creating the map and the epoch of the current image are available, the CRF model has to be expanded. We start with the presentation of the multitemporal CRF model, whereas the second part of this section is dedicated to training and inference in the multitemporal setting.

**Multitemporal CRF Model**

In the multitemporal setting, we assume the image data to consist of a set of \( M \) images with data \( x_t \), where \( t \in T \) is the index of the epoch and \( T = \{1, ..., M\} \) denotes the set of epochs. The images have to be available in the same coordinate system as the existing map (which is supposed to correspond to an epoch prior to \( t = 1 \)). It is our goal to classify the images of all epochs simultaneously, which implies that we have to determine a class label \( C_t \) for each sample \( n \) in each epoch \( t \). Class labels at the same spatial position but corresponding to different epochs are supposed to interact. The resultant graph is shown in Figure 3; note that, similar to Hoberg et al. (2015), the images at different epochs need not have the same resolution: a pixel in epoch \( t \) is connected to all spatially overlapping pixels in epochs \( t + 1 \) and \( t - 1 \) if these epochs exist. Consequently, the number of nodes may be different for different epochs. However, the image of the first epoch must have the same resolution as the outdated map. The main difference to Hoberg et al. (2015) is that the labels from that map are also included as observations in a way similar to the monotemporal setting. Based on the graph in Figure 3, the joint posterior \( P(C | x, \hat{C}) \) including the temporal interaction potential is modeled by:

\[
P(C | x, \hat{C}) = \frac{1}{Z} \exp \left[ \sum_{t} \left( \sum_{n \in \Omega} A(C_n, \hat{C}_n) \right) + \sum_{n, m \in \Omega} I(C_n, C_m, x) \right]
\]

In eq. 12, \( \Omega \) and \( \hat{\Omega} \) denote the sets of nodes (i.e., pixels) and spatial edges at epoch \( t \), respectively. \( A(C_n, \hat{C}_n) \) and \( I(C_n, C_m, x) \) are the corresponding association and (spatial) interaction potentials, respectively; they are defined similarly as in the monotemporal setting, in the case of the association potential using an individual set of parameters \( w \) for each epoch. \( A(C_n, \hat{C}_n) \) is the temporal association potential linking the labels \( C_n \) of the first epoch to the observed labels \( \hat{C}_n \) in the same way as previously explained; no map data are assumed to be available for the other epochs. The set of temporal edges is denoted by \( \kappa \); the corresponding temporal interaction potential \( I(C_n, C_m, \hat{C}_n) \) links the labels \( C_n \) and \( \hat{C}_n \) of spatially overlapping pixels in neighboring epochs \( t \) and \( k \).
The temporal interaction potential is related to the transition probability, i.e., to the probability of the label $C_i^n$ of time $t$ given the label $C_i^t$ of time $t$:

$$I_T(C_i^n,C_k^k) = \theta_{i,n}^{t,k} \cdot \ln \left( p(C_i^n = C_k^t \mid C_i^t = C_i^d) \right). \quad (13)$$

Similar to Equation 10, an individual weight $\theta_{i,n}^{t,k}$ is assigned to each term to model the influence of that term on the results. The definition of these transition probabilities $p(C_i^n = C_k^t \mid C_i^t = C_i^d)$ and weights $\theta_{i,n}^{t,k}$ is explained in the Training and Inference section.

**Training and Inference**

To obtain the maximal joint posterior $P(C \mid x, \tilde{C})$ (Equation 12), the multitemporal CRF model must be trained. The parameters to be determined are the weight vectors $w$ of the association potential in each epoch, the transition probabilities for the temporal association potential linking the map to the first epoch, and the transition probabilities between all pairs of neighboring epochs. For that purpose, the multitemporal CRF is split into $M$ monotemporal CRFs. We start by training the classifier for epoch $t = 1$ using the iterative training and inference method previously described. Apart from the parameters of the CRF related to that epoch, this will also deliver the most likely class labels $C_i^n$ for the first epoch. These class labels can be used as observed class labels for monotemporal training and inference in epoch 2, which results in the CRF parameters related to epoch 2 and the class labels $C_i^n$ and so on. This procedure is repeated, for each epoch $t > 1$ treating the estimated class labels $C_i^{t-1}$ as observed labels, until all parameters and all weights have been determined.

In the training process of the label noise robust logistic regression, a transition probability $p(C_i^n \mid C_i^t)$ and the parameters of the posterior $p(C_i^n \mid x_i)$ are estimated. The latter, based on data $x_i$, is used for the association potential $A_i(C_i^n, x^i) = \ln(p(C_i^n \mid x_i))$.

For $t = 1$, the transition probability $p(C_i^n \mid C_i^t)$ can be used directly to determine the temporal association potential for the observed map according to Equation 13. Similarly, the transition probabilities for the other epochs can be interpreted as the probabilities of inverse temporal change, $p(C_i^{t-1} \mid C_i^n)$, which, also assuming $p(C_i^n = C_i^t) = p(C_i^{t-1} = C_i^t)$, can be used to determine $p(C_i^n \mid C_i^{t-1})$ analogously to Equation 11. From the sequential training and classification the weights $\theta_i$ are defined for every epoch as well. They describe the areas of potential change between $t$ and $t-1$. For $t = 1$, they are used as weights for the temporal association potential $A_i(C_i^t, x^i) = \ln(p(C_i^n \mid x_i))$.

Having applied the training procedure just described, the class labels of all pixels in all epochs are already determined, for each epoch $t$ only based on information from previous epochs. This can already be interpreted as the result of multi-temporal processing, and it will be referred to as the sequential multitemporal CRF solution. Similarly to Hoberg et al. (2015), we also investigate a setting in which the results of the sequential approach are refined by a series of iterations of LBP where information is also passed on from epochs $t$ to $t - 1$, using $I_i(C_i^{t-1}, C_i^n) = \theta_i^{t-1} \cdot \ln(p(C_i^{t-1} \mid C_i^n))$. This variant is referred to as the fully multitemporal CRF.

**Experiments**

**Test Data and Test Setup**

We used four datasets in our experiments. The first one consists of a part of the Vaihingen data of the ISPRS 2D semantic labeling contest (Wegner et al., 2015). We use ten of the training patches, each consisting of about 2,000 × 2,500 pixels. For each patch, a color infrared true orthophoto (TOP) and a DSM are available with a ground sampling distance (GSD) of 9 cm. The reference consists of five classes: impervious surfaces (sur.), building (build.), low vegetation (veg.), tree, and car. As cars are not a part of a topographic map, this class was merged with sur. For each pixel, we defined a feature vector $x_i(x)$ consisting of the normalized difference vegetation index (NDVI), the normalized DSM (nDSM), the red band of the TOP smoothed by a Gaussian filter with $\sigma = 2$, and hue and saturation obtained from the TOP, both smoothed by a Gaussian filter with $\sigma = 10$. These features were selected from a larger pool based on the feature importance analysis of a random forest classifier (Breiman, 2001).

The second and third datasets are based on satellite imagery (Maas et al., 2016). The first one consists of a Landsat image from 2010 of an area near Herne, Germany, with a GSD of 30 m and a size of 362 × 330 pixels. The second dataset consists of a RapidEye image of an area near Husum, Germany, from 2010. Its GSD is 5 m and its size is 3,547 × 1,998 pixels. In both cases, only the red, green, and near infrared bands are available. The reference contains four classes residual area (res.), rural streets, forest (for.) and cropland (crop.). As the class rural streets is underrepresented in both images, we merged it with cropland. In both datasets, 19 features were selected to capture spectral information, texture and local context. As the resolutions of the Herne and Husum datasets are different, the window sizes for the definition of some of the features differ. First, we used five spectral features: near infrared band, intensity, hue, saturation, and NDVI. In Herne, we used the original features, whereas for Husum, they were smoothed by a Gaussian filter with $\sigma = 5$. We added the mean and variance of these features in a local neighborhood of 6 × 6 pixels for Husum and of 3 × 3 pixels for Herne. The set of features was completed by four Haralick features (energy, contrast, homogeneity, and entropy) related to texture, using a window of 5 × 5 pixels (Husum) and 3 × 3 pixels (Herne) to calculate the gray level co-occurrence matrices.

For the experiments with Vaihingen, Husum, and Herne we manually changed the reference to simulate an outdated map. For that purpose, we mainly deleted buildings from the reference and replaced them by a mixture of grass, trees, and roads that would be typical for open landscape to simulate typical patterns of urban development. However, we also changed some of the other classes to simulate other types of changes inside urban areas, e.g., by adding and deleting trees. In all cases, the simulated maps looked realistic. Thus, the outlines of the objects are changed in most cases, because, for instance, a building has another shape than a tree. For each patch of the Vaihingen dataset, three simulated maps were created, each with a different amount of change from about 5 percent up to about 35 percent. For Herne and Husum, the changed maps from Maas et al. (2016) were used. Of course, the original (unchanged) reference is used for evaluation.

The third dataset is based on three georeferenced Landsat images, showing Las Vegas, Nevada, in the years 1991, 2000, and 2016. The images from 1991 and 2000 have a size of 2,626 × 2,249 pixels and a GSD of 28.495 m. The 2016 image has a GSD of 30 m and a size of 2,494 × 2,136 pixels. The outdated map is created by manually labeling three classes: ground (gr.), residential area (res.), and water (wat.) in a Landsat image from 1986 covering the same area and having a GSD of 60 m. The map was rescaled to have the same GSD and size as the image of 1991. The reference for each image was also generated by manual labeling, but these data are only used for evaluation. Figure 4 shows a comparison of land cover between the outdated map and the epoch 2016.
For feature selection, the outdated map and the satellite data from 1991 were used. Nine pixel-based spectral features were used (blue, green, red, near infrared, and infrared band; NDVI; intensity, hue, and saturation, all from an RGB image). In addition, we determined 11 spectral features extracted from a local neighborhood (minimum, maximum, mean and variance of NDVI as well as intensity and saturation, all defined in a local window of 9 × 9 pixels; NDVI, intensity and saturation smoothed by a Gaussian filter with σ = 4). For textural information the four Haralick features energy, contrast, homogeneity and entropy were extracted based on a local window of 4 × 4 pixels. These 24 features defined a pool of features from which we selected the most relevant ones by a heuristic feature selection procedure. First, we selected two features (infrared band, NDVI) which resulted in a good separation of clusters for each class in feature space based on visual inspection. Using these two features, we classified the data from 1991 using label noise robust logistic regression without CRF and computed the kappa coefficient by comparing the classification results to the old map. This classification and evaluation procedure was repeated 22 times, each time using three features: the infrared band, the NDVI and one of the remaining features. The kappa coefficient is used to rank the remaining 22 features. For each feature type (pixel based and local spectral features, textural features), we selected the first two according to the ranking. The remaining feature vector, thus, only contains eight features: infrared band and NDVI, blue band and intensity; maximum and variance of NDVI in a local window of 9 × 9 pixels; Haralick contrast and homogeneity, both based on a window of 4 × 4 pixels.

For all experiments we used a feature space mapping \( \Phi(x) \) based on quadratic expansion. The hyperparameter for regularization in Equation 3 was set to \( \sigma = 10 \). The initial values for the transition matrix \( \Gamma \) were \( \gamma_{ij} = 0.8 \) for \( i = j \) and \( \gamma_{ij} = 0.2/(K-1) \) for \( i \neq j \), where \( K \) is the number of classes. The initial values for the parameter vector \( \mathbf{w} \) of logistic regression were determined by standard logistic regression training without assuming label noise. The parameters of the contrast sensitive Potts model were set to \( \beta_0 = 1.0 \) and \( \beta_1 = 0.5 \).

Table 1 shows which heuristics were used for defining compact clusters of change according to the Training and Inference Section. The first two heuristics were found to be relevant for the Las Vegas data. For that dataset, applying heuristic 3 (related to small clusters of change) would have removed too many real changes, because areas of change were rather small; on the other hand, typical classification errors corresponded to larger clusters of res. and wa. pixels that in reality corresponded to gr. Furthermore, small gaps inside contiguous res. areas were frequently found to correspond to classification errors as well. Thus, the first two (class-specific) heuristics were found to be appropriate here, in case of heuristic 1 changing the class labels for obtaining the map \( B_{C} \), potential change to gr for both, small res. and wa. clusters. For all the other datasets, heuristic 3 was found to work well, so the first two heuristics need not be applied. Heuristics 4 and 5 only make sense for very high-resolution data, thus they were only applied for processing the Vaihingen dataset.

The value \( c \) for updating the weights was found empirically and set to 0.1. Except for the dataset of Herne, where all pixels are used due to the small image size, not all available pixels are used for training to reduce the processing time. For Vaihingen just about 20 percent and for Las Vegas and Husum about 1 percent of the data remain in the training data.

The iteration is terminated if either less than 0.01 percent of the weights for the observed labels in classification change or if at least 40 iterations have been performed. In most cases, the iteration process converges so that the first criterion is responsible for the termination of the process. Even in cases when the second criterion became relevant, we found the number of pixels with changing weights to be so small that the subsequent analysis was hardly affected.

For all datasets we carried out four experiments. In the first experiment (Init), training and classification was carried out without iterative re-training and classification \( g_{r} = 1 = \text{const}, \theta_{r} = 0 = \text{const} \). This corresponds to a CRF that does not consider the observed labels from the map in classification, trained using the same weights \( g_{r} = 1 \) for all samples. The second experiment (V) is based on our method, but without

### Table 1. Parameters for the heuristics for determining compact clusters of change; the numbering scheme corresponds to one in the methodological section, where the heuristics are introduced. The symbol + indicates that a heuristic was not applied, otherwise the parameter value is given, or the heuristic is marked by a “+”.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Heuristic</th>
<th>Parameter</th>
<th>( z_{1} )</th>
<th>( z_{2} )</th>
<th>( u )</th>
<th>( s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaihingen</td>
<td>1 small objects</td>
<td>( a_{1} )</td>
<td>-</td>
<td>-</td>
<td>4×4m²</td>
<td>0.5m</td>
</tr>
<tr>
<td>Herne</td>
<td>2 Small objects surrounded by another class</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>500×500m²</td>
<td>-</td>
</tr>
<tr>
<td>Husum</td>
<td>3 small clusters of change</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>500×500m²</td>
<td>-</td>
</tr>
<tr>
<td>Las Vegas</td>
<td>4 object borders</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Vegas</td>
<td>5 shadow</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>res.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>wa.</td>
<td>1.5×1.5km²</td>
<td>250m</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>gr.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>wa.</td>
<td>500×500m²</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. Comparison of the land cover in Las Vegas between 1986 and 2016. Unchanged areas - res., yellow: gr.; blue: wa. Areas of change - orange: change from gr. to res.; cyan: change from wa. to gr.; dark green: change from gr. to wa.; light green: change from res. to gr. The most dominant type of change is from gr. to res. (orange), indicating the fast urbanization of that area.
considering the outdated map ($\theta_n = 0 = \text{const}$). It shows the impact of the sample weights $g_n$ introduced in the Label Noise Robust Logistic Regression Section in the training step. The third experiment ($V_{\theta}$) uses constant training weights $g_n = 1$, but does apply the modified weights $\theta_n$ to include the map information. The last experiment ($V_{\theta}^g$) uses our method with weight modification both in the training and classification steps. In each case, we compare the results to the reference on a per-pixel basis, determining the overall accuracy (OA) as well as completeness and correctness per class (Heipke et al., 1997). Comparing the simulated map to the real reference shows the amount of change in the corresponding dataset, and the resultant quality indices are also reported (map); 100% - OA of map gives the amount of simulated change in each experiment. We do not distinguish a training set from a test set because an outdated map is always used, at least for training. However, the reference used for the evaluation is different from the outdated map in areas with simulated changes.

For the Las Vegas dataset we can distinguish between three different settings. Firstly, we can apply both the sequential multitemporal CRF ($V$) and the fully multitemporal CRF ($MV$). Furthermore, we can apply monotemporal CRF ($M$), c.f. Section 3.2, just using the old map from 1986 and the most current data from 2016, assuming no image data to be given for the intermediate epochs. In all three cases ($M$, $V$, and $MV$), experiments are conducted based on the four variants $\text{Init}$, $V^g$, $V_{\theta}$ and $V_{\theta}^g$ introduced previously. In these experiments, only the map from 1986 is used in the training process, the other maps are only used for evaluation.

Results and Evaluation

Vaihingen
Figure 5 shows the OA of all patches achieved for three versions of the outdated map for Vaihingen. The average amount of label noise was 12%, 20%, 26% for maps 1, 2 and 3, respectively. In most cases, the variant $V_{\theta}^g$ achieves the best OA (85%-90%), but variant $V_{\theta}$ performs at a similar level, and both variants clearly outperform the variants without weights and without considering the outdated map (Init, $V^g$). Obviously, the inclusion of the outdated map has a relatively high impact on the quality of the results, improving the OA by 2%-10%. The mean OA increases by 10% for map 1, 9% for map 2 and 7% for map 3. This is mainly caused by an improved classification at object boundaries or at individual pixels. In fact, in some cases, the variants not considering the outdated map in classification (Init, $V^g$) lead to results where a larger percentage of change than actually present is predicted, so that the corresponding OA is lower than the one indicated by map.

The advantage of considering the sample weights $g_n$ in training becomes more obvious for experiments with a large amount of change. If the level of change is small (map 1), it can be compensated by the original method based on the NAR model (Init; Maas et al., 2016). If the label noise cannot be compensated by the NAR model anymore, considering the weights can improve the results. One example is patch 17 (Figure 6). It contains three buildings with a brighter appearance than the rest (blue rectangles in Figure 6a). Without considering the weights (variant Init, Figure 6c), one building is mostly classified as veg. In variant $V^g$, the two changed buildings are correctly detected (fig. 6d). Another difference
between the results of variants Init and V is the label of the
vineyard which belongs to the class veg, but is often classified
as tree in experiment Init.

Without considering weights, the probability $p(C_n | x_n)$ is low
for all classes in the area of the vineyard, so that the classifica-
tion results are not reliable. By considering the sample weights
in experiment V, the probability $p(C_n | x_n)$ for the class veg is
much higher than for the other classes. However, because the

vineyard has a similar appearance to trees, the tree marked by
a blue rectangle in Figure 6c is also classified as veg in V.

For patch 5 (Figure 7) and the outdated map 3 with more
than 30 percent label noise, OA is always below 61 percent
(Figure 5). In this case, nearly 50 percent of all building pixels
are labeled as sur in the outdated map. This amount of label
noise cannot be dealt with by the original method (Init). The
transition probabilities $g_{ii}$ for no change for build. and sur.
determined in the initial training step are close to 1 and, thus,
not very accurate. Consequently, the iterative weight updating
procedure does not converge to the correct solution. In sum-
mary, a limitation of the algorithm is that for each cluster in
feature space enough correctly labeled samples must be part
of the training dataset created from the outdated map.

Figures 8 and 9 show the completeness and the correctness
of the results. Both quality indices are higher for variants V and
V than for the others, which again highlights the impor-
tance of using the outdated map for classification. Using the
sample weights $g_n$ in the training process does not improve
the completeness in most cases, but it does have a small posi-
tive impact on the correctness.

For buildings, we also provide an evaluation on a per-
object basis, counting a detected building (i.e., a connected
component of pixels classified as build.) as a true positive
if more than 70 percent of its area overlaps with a reference
building. Because small buildings are often not included in
maps, buildings smaller than 16 m$^2$ were excluded from the
evaluation. The mean completeness and correctness of all
areas are shown in Table 2. Again, variant V achieves the best
completeness (98.9 percent) and correctness (82.5 percent).
However, variants V and V do not perform significantly
worse considering the standard deviations of the quality
indices. Nevertheless one can notice a positive impact of the
new developments presented in this paper (variants V, V and,
particularly, V) compared to the original algorithm (Init)
(Maas et al., 2016).

Table 2. Completeness and correctness on a per-object basis
for buildings (Vaihingen); mean of all areas in % [standard
deviation in %].

<table>
<thead>
<tr>
<th></th>
<th>V</th>
<th>V</th>
<th>V</th>
<th>Init</th>
<th>map</th>
</tr>
</thead>
</table>

Husum and Herne
As the amount of change in Husum and Herne is quite small
(3 percent - 4 percent), using the sample weights $g_n$ does not
affect the results much; the OA changes by less than 0.6 per-
cent. Thus, this section focuses on the impact of using the
outdated map for classification. In Table 3 OA, completeness and correctness are shown for both datasets for variants Init and V. All values are larger for variant V, by a large margin, the OA increasing by 11.4 percent for Herne and by 5.1 percent for Husum. One reason for that increase is the improvement of the delineation of object borders and the detection of small objects. As the features depend on a local subset of pixels, borders of objects are blurred in the standard classification process. In variant V, these areas can be correctly classified in regions without change. To highlight the potential for detecting changes despite using the existing map for classification, Table 4 shows the OA achieved for pixels in the areas affected by a change. The results show that the improved OA for the entire image caused by the inclusion of the outdated map (cf. Table 3) comes at the cost of a reduced OA in the changed areas. In Husum, this reduction in OA is low (0.4 percent). In Herne it is larger (3.4 percent), though still considerably smaller than the improvement for the entire scene (11.4 percent). Nevertheless, it is obvious that the vast majority of changed pixels is classified correctly even in the setting using the existing map. As the OA is increased considerably, it is also obvious that this comes along with a considerable reduction in false alarms in unchanged areas.

Table 3. OA, completeness, correctness for Husum and Herne [%].

<table>
<thead>
<tr>
<th></th>
<th>Herne</th>
<th>Husum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>V</td>
<td>Init</td>
</tr>
<tr>
<td>OA</td>
<td>94.8</td>
<td>83.4</td>
</tr>
<tr>
<td>res.</td>
<td>96.3</td>
<td>88.0</td>
</tr>
<tr>
<td>Compl.</td>
<td>91.5</td>
<td>69.5</td>
</tr>
<tr>
<td>crop.</td>
<td>95.5</td>
<td>87.7</td>
</tr>
<tr>
<td>Corr.</td>
<td>92.5</td>
<td>81.8</td>
</tr>
<tr>
<td></td>
<td>97.5</td>
<td>84.1</td>
</tr>
<tr>
<td></td>
<td>95.2</td>
<td>84.4</td>
</tr>
</tbody>
</table>

Las Vegas

Figure 10 shows the OA for all experiments and all epochs of the Las Vegas data set. The variant that is comparable to the results achieved for the other datasets, based only on the outdated map from 1986 and the image from 2016, is variant V (indicated by the blue bars in Figure 10). In this setting, the highest OA is achieved by using variant V, with 95.6 percent, closely followed by variant V, resulting in an OA of 95.5 percent, whereas the original method of Maas et al. (2016) (Init) results in the smallest OA (94.9 percent). Variant V achieves an OA of 95.0 percent, which is slightly lower than the one achieved for V. This behavior is similar to Vaihingen, Husum, and Herne. Analyzing the transition probabilities \( p(C|C) \) in the training procedure of label noise robust logistic regression shows that the large transition from \( \text{residential to ground} \) in the map \( p(C=C'|C=C') \) is estimated quite well (69 percent versus 72 percent in the reference). Small transition probabilities of ground and water are not captured in the training. Despite the large time difference of 30 years and a considerable amount of change caused by the urban sprawl of Las Vegas in that period, the results achieved in this setting that is only based on one image without any additional training data beyond the existing land cover map are very encouraging.

In order to analyze the multitemporal case, we also consider the epochs of 1991 and 2000; the OA are also displayed in Figure 10, using red color for the sequential multitemporal (V) and green for the fully multitemporal CRF (V). Note that for the fully multitemporal versions, \( V \), in variants V and Init, we used temporal transitions (otherwise the concept of a multitemporal CRF would not make sense), but did not use individual weights for the temporal interaction potentials, setting \( \theta_{t,t} = 1 \) for all pixels and epochs.

A first glance at Figure 10 shows that in general, the classification results are good independent from the method that was used. In all variants except Init for the multitemporal settings in 2016, the OA is higher than 90 percent. In general, the OA is higher for epoch 1991 than for the other ones. This is not surprising, because the time difference between the original map (1986) and that epoch is relatively low, so that the amount of change is not very large: only 2 percent of the pixels changed their class label between these epochs. Note that for the first year, variant V corresponds to the setting where only one image and the original map are available, and similarly to the results for Vaihingen, Herne, and Husum, the improvement in OA caused by using the existing maps (V, V) is larger than the improvement due to reducing the impact of potentially wrong training data (V). The estimation of the transition probabilities was quite accurate, which explains the positive impact of these weights on the results.
For 2000, the OA is considerably lower than for 1991 in all variants. In this period, the amount of change was much larger than between 1986 and 1991 (7 percent of the pixels changed their class labels), mainly due to an expansion of the residential area: according to the reference, 47 percent of the res. pixels in 2000 had still been gr. in 1991. In addition, the appearance of the new buildings in the imagery was slightly different, which is illustrated by the scatterplot in Figure 11. As a consequence, label noise tolerant training of the logistic regression classifier does not work as well as for the previous period, in particular also giving a relative poor estimate for the transition probabilities. Especially the transition from residential to ground in the map \(p(\hat{C} = \text{gr} | C = \text{res})\) is estimated too low (e.g. 8.7 percent versus 46 percent in the reference for variant \(\text{Init}\)). In such a setting, including the (not very precise) transition probabilities may have a smaller positive effect than reducing the impact of (a considerable number) of wrong training samples. This leads to a situation where the weighting of potentially wrong training samples \((V^g, V^g)\) has a higher positive impact on the results than using individual weights for the transition probabilities in the temporal model \((V^t)\).

Finally, for epochs 2016, the OA remains on a similar level as for 2000, despite the fact that the overall amount of change between these periods is also about 7%, and 31% of the res. pixels from 2016 were still gr. in 2000. Here, the transition probabilities were estimated in a better way, but training for the potentials related to 2016 being based on the classification results of 2000, the method cannot recover from errors committed earlier, and it would seem that the variations between the variants in 2016 largely reflect the variations also occurring in 2000.

Comparing the different variants of training, it becomes obvious that the original method (\(\text{Init}, \text{Maas et al., 2016}\)) performs considerably worse than the others, and in a setting with large changes and changing appearance of the data, variants based on weights for the training samples \((V^g, V^g)\) are preferable to variant \(V^g\). A comparison between \(V^g\) and \(V^g\) does not lead to such obvious conclusions: \(V^g\) performs better than \(V^g\) in epoch 1991 (where the transition probabilities are estimated quite well) for the sequential multitemporal CRF by a margin of about 1%, but in the other epochs \(V^g\) outperforms \(V^g\), though only by a small margin.

The differences between the two multitemporal settings are very small in most cases, the exception again being epoch 1991, where the sequential setting \((V^g)\) outperforms the fully multitemporal one \((M^V)\) by a margin of 1 percent. The main difference between these settings is that in \(M^V\), another inference process is performed on top of the processing chain corresponding to \(V^g\) in which temporal information is passed on in two directions. The results in Figure 10 indicate that this additional information flow does not improve the OA, and in 1991, it obviously leads to a slight degradation of performance, because the errors in the transition probabilities from 1991 to 2000 also propagate wrong information from 2000 to 1991. Figure 12 shows the label images for 2016 achieved using the two settings \(V^g\) and \(M^V\), in which individual weights are applied for training samples, but not for the temporal interactions. The figure also shows the outdated map and the reference for 2016.

The observations made for overall accuracy are also reflected by a closer inspection of class-wise accuracy indices. As an example, Figure 13 shows the quality, a parameter considering both false positive and false negative pixels of that class (Heipke et al., 1997), for each class in epoch 2016, achieved...
using the fully multitemporal setting \( V_s \); the corresponding numbers for the other settings and epochs follow a similar pattern and are omitted for the sake of brevity. In general, quality is quite high, and one can see that the different variants mainly differ for class res., the class affected by the largest overall amount of change in the sense that a large majority of the res. pixels in 2016 had not belonged to that class in 1986. Figure 13 indicates that the differences between the variants discussed above mainly affect class res., and it becomes obvious that the quality for that specific class can be improved dramatically if individual weights for training samples are considered: variant \( V_s \) leads to an improvement of more than 20 percent in quality for class res. compared to \( V_\theta \).

The label images obtained for epoch 2016 using the fully multitemporal setting (M) for variants \( \text{Init}, V_\theta, V_g \) are shown in Figure 14; variant is shown in Figure 12d. These figures also indicate that considering individual weights in training (cf. Figure 12d and Figure 14c as well as the reference in Figure 12a) increases the accuracy of detection of residential areas, especially newly built-up areas at the border of the city.

This impression is further supported by Table 5, which presents OA for 2016 just considering the pixels affected by a change (i.e., only considering pixels whose class label in the outdated map from 1986 is different from the one in the reference of 2016. This would be about 15 percent of all pixels, most of which would correspond to class res. in 2016). The table shows that in variant \( \text{Init} \), only 27 percent of all changes can be detected in the fully multitemporal setting. Considering individual weights for the temporal transitions (\( V_\theta \)) helps, but only when training weights are considered (\( V_g \)), more than 77 percent of the changes can be detected correctly. In case of variant \( V_g \), the OA for changes is even larger: 83 percent of the changes can be detected correctly. The OA for changes is dominated by the quality of the results for res. (because this type of change would lead to class res. in the reference of the changed areas). There are only very few pixels which change from any class to gr., so that the poor quality indices for that class have almost no influence.
on the OA in the changed areas. In particular, we suspect the low correctness of $gr$ in the changed areas to be caused by missed new res. areas that were erroneously classified as $gr$. We conclude that the most frequent type of change can be detected relatively well by our methodology, although the inclusion of the outdated map leads to a certain amount of what we could call temporal oversmoothing.

To gain further insights into the behavior of the methods proposed in this paper, we also carried out an evaluation of their potential to detect changes. In this evaluation, a pixel of the image at epoch $t$ was considered to be changed if its class label was different from the class label of the original map (1986); it was counted as a true positive if it corresponded to such a change both in the reference and in the classification result. The resultant quality indices are shown in Figure 16 for the multitemporal setting; the sequential mono-temporal setting shows a similar behavior and is omitted for the sake of brevity. In all cases, the inclusion of weights outperforms the variant $Init$ (Maas et al., 2016). As we have seen earlier, the integration of weights for the training samples improves the detection of new residential areas and, consequently, has a very large positive effect on the detection of changes; both the completeness and the correctness of variants $V$ and $V^g$ are much larger than for variants $V_\theta$ and $Init$ (Figure 16). The integration of the outdated map ($V_\theta$, $V^g$) leads to a reduction of all quality indices, most notably in the completeness of detected changes, compared to variant $V^g$. The reduction is relatively low when weights are integrated in the training process ($V^g$), but quite large when this is not the case ($V_\theta$). Again, this shows that the integration of the outdated map results in a certain degree of temporal oversmoothing (indicated by the lower completeness of changed areas).

Finally, we want to compare the results of the multitemporal settings ($V$, $V^g$) to those of the setting in which only epoch 2016 and the outdated map are considered ($V^g$). This comparison is based on Figure 10 again. The figure shows that for the best variants ($V$, $V^g$), the OA of the three settings is nearly identical. Thus, the additional data for the intermediate epochs do not increase the classification accuracy for the last epoch in the current implementation of the method. We think that this is because up to now there is no joint estimation of the transition probabilities and the parameters of the association potentials in the individual epochs. It is obvious that the sequential training procedure must lead to a degradation of results by accumulating errors. On the other hand, at least this accumulation of errors does not lead to worse results than disregarding the data from intermediate epochs if individual weights for training samples are used; the results for variant $Init$ for 2016 show that in this simple setting, errors can accumulate so that the additional data actually lead to a considerable deterioration of OA. In any case, the multitemporal settings give access to monitoring the temporal evolution of change by providing land cover information at intermediate epochs.

**Conclusions and Future Work**

In this paper, we have presented an iterative method for supervised classification under label noise making use of the existing map both for training and in the classification process. No manual effort for the generation of training data was required. In both, the training and the classification procedure, we considered the fact that changes in land cover usually appear in clusters. In training, this was achieved by using a weight for each training sample in order to reduce the impact of samples in larger areas of change. By adding the labels of the map to the CRF as weighted observations, our method includes the map information for pixels that are unlikely to correspond to changes. Thus, new objects can be found without the additional map information while pixels probably not affected by label noise can take advantage of this prior information. Additional layers in the CRF model make it possible to consider data from more than one epoch and classify all epochs simultaneously in one multitemporal model. In this multitemporal setting, the parameters of the model for temporal transition can also be determined from the data without additional training labels.

We tested our method using datasets having different properties and varying degrees of label noise. Due to our re-weighting scheme for training samples the method can also deal with larger amount of noise; this innovation was particularly useful in the experiments using data of coarse resolution with a considerable amount of change that also involved changing appearance of classes in the data. The inclusion of the map information to the CRF has a considerably larger positive effect with high-resolution data and in scenarios where the changes do not go along with changes in appearance, largely due to a better classification of pixels near object boundaries. The actual changes are detected quite well, though small changed objects might not be detected and the evaluation for the multitemporal setting showed that the inclusion of the map into the classification process may lead to a certain degree of temporal over-smoothing. A major limitation of the method is that each cluster in feature space still must contain enough correct training samples for it to work. If the results of the base classifier in the initialization step are sufficiently good, considering the map in the classification can improve the results considerably. Using additional data from intermediate epochs in the multitemporal CRF did not improve the results for the classification of the last epoch compared to a variant without these data, while still giving...
access to the temporal evolution of change by providing label images for the intermediate epochs.

In our future work we want to expand our experiments to high resolution data with real changes to see how our method works under more realistic circumstances in terms of the extent of change, level of detail or number of classes for such data. We also want to see if the exchange of the base classifier, in this case the logistic regression, might have a positive effect on the results as well. In the multitemporal CRF, we would like to develop a joint training procedure that uses the results of the procedure presented in this paper as initial values. For instance, after initializing the CRF parameters, the class labels from the last epoch could be propagated back to the original map and differences between the original map and the propagated labels could be used to define a loss function for adapting the parameters of the temporal model.
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Archetypal Analysis for Sparse Representation-Based Hyperspectral Sub-pixel Quantification

Lukas Drees, Ribana Roscher, and Susanne Wenzel

Abstract
The estimation of land cover fractions from remote sensing images is a frequently used indicator of the environmental quality. This paper focuses on the quantification of land cover fractions in an urban area of Berlin, Germany, using simulated hyperspectral EnMAP data with a spatial resolution of 30 m × 30 m. We use constrained sparse representation, where each pixel with unknown surface characteristics is expressed by a weighted linear combination of elementary spectra with known land cover class. We automatically determine the elementary spectra from image reference data using archetypal analysis by simplex volume maximization, and combine it with reversible jump Markov chain Monte Carlo method. In our experiments, the estimation of the automatically derived elementary spectra is compared to the estimation obtained by a manually designed spectral library by means of reconstruction error, mean absolute error of the fraction estimates, sum of fractions, R², and the number of used elementary spectra. The experiments show that a collection of archetypes can be an adequate and efficient alternative to the manually designed spectral library with respect to the mentioned criteria.

Introduction
The estimation of the degree of imperviousness as an indicator of environmental quality is subject of current research towards a time and cost efficient monitoring of urban areas [1]. Due to increasing land consumption in cities in the recent years, which has negative effects on the natural water cycle, the monitoring of land use in those areas is important [2].

Remote sensing data, such as imaging spectroscopy, builds a valuable basis to comprehensively map urban areas and quantify the imperviousness based on the spectral information (e.g., [3], [4]). Especially, hyperspectral imagery is a suitable source for mapping of such areas, because it offers a high spectral separability of different materials. However, generally, the temporal and spatial resolution is limited in comparison to sensors with lower spectral resolution. These limitations are partially overcome with the launch of missions such as Environmental Mapping and Analysis Program (EnMAP), which increases the availability of hyperspectral data and the temporal resolution [5]. Nevertheless, due to its spatial resolution, the provided data is mainly characterized by spectrally mixed pixels, which demands sophisticated sub-pixel quantification approaches in order to estimate the fraction of various land cover classes in each pixel.

In this context, several approaches have been developed comprising regression approaches [6], [7], probabilistic classification methods [8], [9], [10], and the usage of spectral libraries for spectral mixture analysis [11], [12]. An overview of a wide variety of unmixing approaches can, for example, be found in [13]. While the latter approach needs a spectral library containing elementary spectra of known materials, the first two approaches also require mixed spectra for learning an appropriate model. These mixed spectra can be derived from the image using information about known mixed pixels, or from synthetically mixed pixel, as it has been presented in [8] and [6].

When using spectral libraries, a critical step is the extraction of the elementary spectra. A manual extraction is time-consuming and requires human expert-knowledge and therefore, automatic extraction techniques have been an active field of research during the past decade (e.g., [13], [14]). Most of the algorithms rely on the assumption that the elementary spectra lie on a convex hull or a convex polytope enclosing the data distribution (e.g., [15], [16]). Based on this assumption, all data samples can be reconstructed by a non-negative linear combination of the elementary spectra. A promising approach from this group is the so-called archetypal analysis, which searches for extreme points (also known as archetypes) in the data distribution (e.g., [17], [18], [19], [20]). Archetypal analysis has already been successfully applied in the field of sport analytics [21], plant phenotyping [22], or text analysis [23]. A valuable extension to archetypal analysis is presented by [24], in which extreme points are extracted in the kernel space, enabling an efficient nonlinear unmixing. Besides the automatic determination of elementary spectra, other challenges exist which need to be tackled: The number of elementary spectra is unknown beforehand and thus, a suitable amount of spectra needs to be extracted to make the set representative enough, but also small enough to keep the sub-pixel quantification robust and efficient. Moreover, many extraction techniques depend on the initialization and thus, a strategy needs to be defined to ensure a stable result (e.g., [25], [26]).

In this paper, we address the challenge of automatically finding a representative set of elementary spectra, including the automatic determination of the number of elements, for sub-pixel quantification. We perform the sub-pixel quantification using a freely available simulated EnMAP scene (Figure 1) of an urban area in Berlin, Germany [27], aiming at the estimation of a fraction map containing the classes impervious surface, vegetation, soil, and water. In order to determine the class fractions, we use sparse representation with non-negativity, L₁-sparsity and sum-to-one constraint. We exploit archetypal analysis to extract elementary spectra in a fully automatic and unsupervised way. Moreover, we perform archetypal analysis by simplex volume maximization (SiVM), which states an efficient selection method [28], [29].

The main contribution of this work is the combination of archetypal analysis with reversible jump Markov chain Monte Carlo method (rMCMC, [30]) to obtain a spectral library of high representational power, yet a small number of elementary spectra. Using this approach, we are able to determine the
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best set of spectral library elements regarding a pre-defined criteria, as well as the number of elements. Moreover, the approach of [24] is applied to select the archetypes in kernel space, resulting in archetypes lying on the concave hull of the data distribution in the original feature space. Our experiments confirm that these archetypes are more suitable for sub-pixel quantification than archetypes extracted from the convex hull exclusively. To illustrate the usefulness of our proposed approach, we analyze various kinds of automatically derived spectral libraries and compare them to manually designed spectral libraries. Our presented approach is flexible regarding the chosen estimation technique, such that the constrained sparse representation can be replaced by other approaches commonly used in the unmixing community [13], or other constraints such as sparsity induced by $L_1$-norm [31]. As such, archetypal analysis can be replaced by, e.g., end-member extraction methods presented in [13], and deliver the input for the $p$MCMC method.

Data
Our studies are performed using the Berlin-Urban-Gradient dataset [27], illustrated in Figure 1. The dataset consists of two hyperspectral images of different spatial resolution, two simulated EnMAP scenes of different spectral resolution, a manually designed spectral library, reference land cover information, and reference fractions for evaluation, which are explained in more detail in the following paragraphs.

<table>
<thead>
<tr>
<th>Imp. surface</th>
<th>Vegetation</th>
<th>Soil</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>39</td>
<td>31</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Composition of 75 spectra in the manually designed spectral library (LibCom).

Figure 2. Significant spectra of the spectral library (Lib). Asphalt and red clay tile roof in the class imp. surface, grass and tree for vegetation, bare soil, and natural water.
HyMap Data
The dataset contains two hyperspectral images, one with a spatial resolution of 3.6 m and one with a spatial resolution of 9 m, whereby we use the higher resolution image in our work. Both images were acquired with the Hyperspectral Mapper (HyMap), and serve as basis for the extraction of the archetypes. It offers a high variety of urban land use and land cover patterns in the study site Southwest of Berlin, Germany. The external conditions were a cloudless sky at solar noon and a minimal possible altitude (maximal altitude according to the second lower resolution image). The HyMap image consists of 126 spectral bands; however, 15 noisy bands were removed resulting in 111 bands used for this work. Moreover, other preprocessing steps were performed, as encompassed system correction [32], atmospheric correction and parametric geocoding [33]. The observed wavelengths range from 0.45 μm to 2.5 μm, showing a high spectral information diversity, which enables a detailed analysis of the urban structure. In addition to the 3.6 m-resolution HyMap image, a manually-derived reference image containing 112,690 reference pixel is provided with valuable spectra, each labeled with one of the four land cover classes: impervious surface, vegetation, soil, and water. The reference information is manually obtained by using digital orthophotos and cadastral data. For our experiments, the set of elementary spectra is extracted from this data to obtain the class membership of the elementary spectra, however, the extraction can be performed on unlabeled data with limited human user interaction.

Simulated EnMAP Data
EnMAP is German hyperspectral satellite mission, which will start not earlier than 2018, with a focus on Earth environmental observations in a global scale. Based on the HyMap data, an EnMAP scene was simulated using EnMAP end-to-end simulation tool ([34]) with two different spectral resolutions (111 and 244 bands). Just as the HyMap data, both EnMAP images have a spectral resolution ranging from 0.45 μm to 2.5 μm, where we use 111 bands for a better comparability. The spatial resolution of 30 m is lower than the resolution of the HyMap scene, and thus the mixing of land cover classes are more apparent. For evaluation purposes, 1495 EnMAP pixels were obtained from the simulation tool, containing the fractions of the land cover classes ranging from 0 to 100 %.

Manually Designed Spectral Library
The spectral library is a manually designed collection of 75 pure spectra obtained from the HyMap image. The spectra contain different land cover classes with 39 impervious surface spectra (different types of roof, pavement, tartan, pool water), 31 vegetation spectra (grass, tree), 4 soil spectra (uncovered ground, sand) and one natural water spectrum. All together, it is a balanced library for urban structures with 39 impervious and 36 pervious spectra. All spectra in the library can be assigned to a hierarchical urban classification scheme, which was developed by [35]. First, an initial collection of 300 spectra was selected by expert knowledge. Afterwards a two-step filtering was performed, in which the variability between the spectra is maximized in consideration of spectral variability of materials, brightness and shading effects. Moreover, in an iterative process those spectra for the final subset were selected that best describes the spectral diversity in a specific neighborhood. More details can be found in [27].

X, in which $N$ is the number of $M$-dimensional reference pixels $X = [x_1, ..., x_M]$ with known land cover fractions $f$ for evaluation purposes, as presented in the Data Section.

Sparse Representation
In order to determine the sub-pixel fractions, we use sparse representation with non-negative least squares optimization. In terms of sparse coding, a sample $x$ is represented by a weighted linear combination of a few elements taken from a $(M \times D)$-dimensional dictionary $D$, such that $x = Da + \gamma$ with $\| \gamma \|$ being the reconstruction error. The dictionary $D = [x_1, ..., x_n, ..., x_M]$ contains elementary spectra, such that this approach is identical to the linear mixing model. The coefficient vector, comprising the activations, is given by $a$. The activations are interpreted as class fractions for sub-pixel quantification. The optimization problem for the determination of optimal $\hat{a}$ is given by

$$\hat{a} = \arg \min a \|Da - x\|_2,$$

subject to $a \geq 0$, $\sum a_i = 1$, $|a| \leq W$

where the terms in Equation 2 are the non-negativity constraint, the sum-to-one constraint, and the sparsity constraint. Generally, non-negativity alone leads to a sparse solution, however, in order to ensure a strict fulfillment of the sparsity constraint, we use a backward selection procedure in which the activations with the smallest values are set to zero in a greedy manner.

Archetypal Analysis
Archetypal analysis is a suitable method to determine the elements of $D$, where each archetype serves as one dictionary element. The extraction of the archetypes, collected in a $(M \times K)$-dimensional matrix of $A = [a_1, ..., a_n, ..., a_M]$, $k = 1, ..., K$, is carried out by SiVM, which is an efficient method to determine the archetypes of the data distribution. This approach is aiming on an approximation of the convex hull, where all archetypes are located on it.

In order to find the first archetype, the approach is initialized with a random or pre-defined vector $a_0$. The pixel with maximal distance to $a_0$ is defined as first archetype $a_1$, defined by

$$a_1 = \arg \max (d(a_0, x_n),$$

with $d(., .)$ being the Euclidean distance function between the spectral features of the archetype $a_0$ and the pixel $x_n$. Further archetypes are specified sequentially, such that the volume of the simplex becomes maximized with each additional archetype. Since the volume operation is too computational intense, instead the archetypes are selected to have maximum distance to all previously detected ones, using:

$$a_{st} = \arg \max \sum d(a_0, x_n).$$

The stopping criterion is generally chosen to be the number of archetypes.

We further use the approach of [24] and transform $X$ into kernel space using a Gaussian radial basis function kernel with a hyperparameter $\sigma$ describing the width of the Gaussian kernel. In this way, archetypes are selected which lie on the concave hull rather than the convex hull.

The disadvantage of archetypal analysis is that the final set depends on the initialization point, and as a result, there is no unique solution to the final set. Especially, if the number of archetypes in the dictionary is low, various solutions lead to significantly different accuracies. Moreover, the number of archetypes
is generally not known beforehand, and depends on the number of informative dimensions and the variability of the data.

Reversible Jump Markov Chain Monte Carlo Method
To overcome this problem, we propose to use an optimization procedure to find the best set of archetypes from a large set of pre-selected ones, called the initial set. Under the assumption that a suitable archetypal set is able to represent the test set \( X \) with a low reconstruction error, our task is to find the set of archetypes \( D = A \) which minimizes the energy

\[
\mathcal{U}(D) = \| Y \|_i
\]

where \( Y \) is obtained by using the current set of archetypes as dictionary \( D \). The energy \( \mathcal{U} \) is a complex function with rough landscape and unknown dimensionality due to the unknown number of archetypes. Therefore, we optimize with \( rjMCMC \) coupled with simulated annealing to find the global optimum. Introducing the temperature parameter \( R \), the optimizer is given by:

\[
\hat{D} = \arg \min_D \mathcal{U}(D), \lim_{k \to \infty} R_k = 0
\]

While MCMC is dedicated to sample from complex functions, simulated annealing allows to make a point estimate of its global optimum. Using simulated annealing we create a Markov chain, such that the samples explore the whole state space in the beginning and gradually concentrate around the global optimum of the energy function \( \mathcal{U} \). In this way we avoid trapping into local optima, as it is usually the case for greedy algorithms. We use the so-called birth and death algorithm [36] to sample from a restricted sample space of possible sets of archetypes, which turns out to be a special type of Green’s \( rjMCMC \) sampler [30]. The sample space is restricted by a Poisson prior on the expected number of archetypes, as presented in [37]. We further introduce an upper bound on the number of selected archetypes.

Experiments
Experimental Setup
In our experiments, the simulated EnMAP data is reconstructed by sparse representation with the before mentioned constraints using the following libraries:

1. the manually designed spectral library (LibCom),
2. an optimized set of the manually designed spectral library LibRed (using \( rjMCMC \)),
3. a library containing 40 extracted archetypes in the original feature space initialized by the mean vector (AA-M-Lin),
4. a library containing 75 extracted archetypes in the kernel space initialized by the mean vector (AA-M),
5. a library containing 75 extracted archetypes in the kernel space initialized by a random vector (AA-Rand),
6. a library containing an accumulated set of multiple single sets of archetypes, obtained in the kernel space with random initializations (AA-Full), and
7. an optimized set of AA-Full denoted by AA-Opt (using \( rjMCMC \)).

We compare our results to the regression and classification methods presented in [8], namely support vector machine (SVM), import vector machine (IVM), support vector regression (SVR), and multi-output support vector regression (MSVR). The aim of the experiments is to show the suitability of the spectral libraries for sub-pixel quantification. Moreover, the goal is to show that the set of automatically derived spectral libraries using archetypal analysis and \( rjMCMC \) achieve similar results than the manually designed spectral library. The sub-pixel quantification is evaluated with the given reference mixing fractions. Additionally, the number of used archetypes is evaluated and discussed. We run all experiments including a random component 10 times and report the average result and standard deviation.

As preprocessing step, the dataset is outlier-cleaned using the local outlier factor approach [38], using 10 neighbors and a quantile of 0.95 as threshold on the pairwise Euclidean distances. The width of the Gaussian kernel \( \gamma \) is chosen to be 0.5 of the average standard deviation over all bands. In order to choose a suitable sparsity value \( W \), we use Elbow method to analyze the reconstruction error of the test set obtained by the manually designed library as well as the automatically derived library containing 75 archetypes. Figure 3 shows that the reconstruction error will not significantly decrease for \( W > 7 \), and thus we choose this value as upper bound for the sparsity constraint. For \( rjMCMC \) we choose the prior on the expected number of archetypes to be 75 when using all labeled data, and 40 when using the manually designed spectral library. The upper limit of archetypes is chosen to be 150.
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**Evaluation**

We use several statistics for evaluation. First, the reconstruction error of the sparse representation is provided, indicating the ability of the elementary spectra to represent the EnMAP pixels. Moreover, the result of the sparse representation is evaluated by a comparison between reference and actual estimated fraction coefficients. This is done by means of the overall and class-wise mean absolute error (MAE) between reference and actual coefficients.

\[
MAE = \frac{1}{T} \sum_{t=1}^{T} \left| f_t - \hat{f}_t \right|
\]

with \( \hat{f}_t \) being the reference fractions, \( f_t \) being the estimated fractions, and \( T \) being the number of evaluated pixels. We obtain \( \hat{f}_t \) by summing up all coefficients belonging to elementary spectra of the same class. The smaller the MAE, the better the reconstruction. Moreover, the root mean square error (RMSE) is provided, which is defined by:

\[
RMSE = \frac{1}{T} \sum_{t=1}^{T} \sqrt{\left( f_t - \hat{f}_t \right)^2}
\]

Besides this, we provide the coefficient of determination (\( R^2 \)) for each class. It is calculated as the squared correlation coefficient between \( f_t \) and \( \hat{f}_t \).

**Results and Discussion**

Table 2 presents the results of the EnMAP sub-pixel quantification. In the first block, the results of [8] are shown for
comparability with regression and classification results. The middle block shows the results obtained by the full and reduced manually designed spectral library. The bottom part of the table presents the results obtained by archetypal analysis.

Overall, the MAE values show that all spectral libraries which are obtained from the full manually designed library \( X_{\text{lab}} \) achieve similar and satisfactory results. It can be seen that in comparison to the results of the regression and classification approaches presented in [8], sparse representation with the mentioned constraints show equivalent results. Both spectral libraries have a small average MAE <9 percent, which is also obtained by IVM and MSVR. Remarkably, LibCom and LibRed show similar results, however, with LibRed having much fewer elements. LibCom has slightly lower class-wise MAE for the classes impervious surface, vegetation, and soil, where LibRed obtains better results for water. This indicates that the presented \( \psi \text{MCMC} \) method is able to find a suitable subset of elementary spectra having nearly the same representational power than the manually designed library with all elements. Moreover, it can be stated from this result that the full spectral library contains redundant elementary spectra which can be discarded for sub-pixel quantification.

These findings are underlined by Figure 4, which shows the scatter plots representing the 1,495 class-wise fraction estimates opposed to the reference fractions. It can be observed that soil and water have a high proportion of 0 percent reference fractions and lesser >0 percent fractions than impervious surface and vegetation. The impervious surface scatter plot show that for LibCom the two lines intersect nearly at the 15 percent point on the x-axis. This means that the estimated fractions are usually too small for all pixels which have a degree of impervious surfaces over 15 percent, and otherwise too high for smaller values than the intersection point. In comparison to LibRed, the reference values are also mostly underestimated, but slightly better than LibCom. The soil scatter plots have large discrepancies between the true 1:1 line (dashed line) and the estimated least-squares regression line (solid line). Besides this, there is a high amount of 0% fractions, which are estimated with up to 40% when using the LibCom spectra and 30 percent fractions when using LibRed spectra. Furthermore, all pixels with soil-fractions are clearly underestimated equally. This is also the case for the regression and classification approaches presented in [8]. We assume that the small number of elementary spectra is insufficient for the spectral diversity of soil pixels. Finally, the described observation with high estimated 0 percent fractions also occurs in the Water class with values over 50 percent.

Figure 5 illustrates the frequency of the usage of each spectrum for reconstruction in order to determine the fractions of 1,493 EnMAP pixels. The results obtained by LibCom are shown on the left and the results for LibRed on the right side. Moreover, the lower bright part of each bar indicates the sum over all fractions from which the total proportion of each land cover class in the study area can be derived. LibCom shows that there are significant elementary spectra, e.g., 18, 19 (impervious surface), 45, 48, 52, 54 (vegetation), and 75 (water), which show a high fraction in the reconstruction. In the other side, some elementary spectra in this plot are infrequently used. It can be observed that there is generally no dependence between the height of a bar, i.e., the number of non-zero estimated fractions for the spectra, and its overall fraction’s sum for all pixels. A striking example is spectrum 19. Spectrum 19 in the LibCom library is used for more than 500 pixel reconstructions, but its fraction’s sum is lower in comparison to, e.g., spectrum 18, which is used more frequently. However, LibRed has a more balanced composition of elementary spectra with fewer bar heights, which are close to zero. Especially noticeable are the differences in the bar for the class water between LibCom and LibRed. A water spectrum has the special characteristic that there are only small reflectance values over all bands, so that it acts almost as a linear factor. Because of this, it is well suited to support all reconstructions, resulting in a high overall fractions’ sum. Its value in the LibCom is high with a share in over 800 reconstructions, in comparison to LibRed which shows a bar height of just over 600 and a lower fractions’ sum. We assume the reason for this is the smaller number of elementary spectra, where oftentimes a reconstruction with water spectra is helpful regardless of the presence of water in the pixel.

The results in Table 2 obtained from various spectral libraries based on the labeled data set \( X \) are more variable, indicating their dependency of a proper choice of hyperparameters such as the number of archetypes and the selection approach. For example, the number of selected archetypes in set AA-M-Lin is 40, which is smaller in comparison to AA-M. Both sets are initialized with the mean vector of all samples in \( X \), where the first set is extracted in the original feature space and the latter one in the kernel space. We observed that a selection

Table 2. Evaluation results of EnMAP sub-pixel quantification. Overall (\( \Omega \)) and class-wise MAE (in brackets computed without zero-reference fractions) and overall RMSE. Sparse representation-based estimations with various obtained spectral libraries (for explanations, see the Experimental Setup Section) are compared to regression (SVR, MSVR) and classification methods (IVM, SVM). The standard deviation values are indicated by \( \pm \).

<table>
<thead>
<tr>
<th>Data</th>
<th>Approach</th>
<th>Amount of elements</th>
<th>Class-wise MAE [%]</th>
<th>( \Omega ) MAE [%]</th>
<th>( \Omega ) RMSE [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_{\text{lab}} )</td>
<td>SVM</td>
<td>75</td>
<td>14.81 (15.22)</td>
<td>16.97 (15.97)</td>
<td>04.84 (19.01)</td>
</tr>
<tr>
<td>( X_{\text{lab}} )</td>
<td>IVM</td>
<td>75</td>
<td>15.21 (15.91)</td>
<td>15.31 (15.59)</td>
<td>02.09 (20.98)</td>
</tr>
<tr>
<td>( X_{\text{lab}} )</td>
<td>SVR</td>
<td>75</td>
<td>11.73 (11.51)</td>
<td>12.20 (11.92)</td>
<td>08.36 (12.78)</td>
</tr>
<tr>
<td>( X_{\text{lab}} )</td>
<td>MSVR</td>
<td>75</td>
<td>11.33 (11.45)</td>
<td>10.99 (11.49)</td>
<td>02.17 (13.45)</td>
</tr>
<tr>
<td>( X_{\text{lab}} )</td>
<td>LibCom</td>
<td>75</td>
<td>13.00 (13.79)</td>
<td>09.61 (09.87)</td>
<td>02.01 (14.37)</td>
</tr>
<tr>
<td>( X_{\text{lab}} )</td>
<td>LibRed</td>
<td>44.4</td>
<td>± 9.5</td>
<td>± 1.45 (1.57)</td>
<td>± 0.35 (0.39)</td>
</tr>
<tr>
<td>( X )</td>
<td>AA-M-Lin</td>
<td>40</td>
<td>25.09 (26.23)</td>
<td>15.05 (15.70)</td>
<td>01.62 (20.38)</td>
</tr>
<tr>
<td>( X )</td>
<td>AA-M</td>
<td>75</td>
<td>25.50 (27.00)</td>
<td>22.44 (22.03)</td>
<td>01.80 (02.04)</td>
</tr>
<tr>
<td>( X )</td>
<td>AA-Rand</td>
<td>75</td>
<td>21.05 (21.58)</td>
<td>17.86 (18.27)</td>
<td>01.77 (15.69)</td>
</tr>
<tr>
<td>( X )</td>
<td>AA-Full</td>
<td>142</td>
<td>±0.11 (4.13)</td>
<td>±0.35 (3.10)</td>
<td>±0.06 (3.11)</td>
</tr>
<tr>
<td>( X )</td>
<td>AA-Opt</td>
<td>81.7</td>
<td>49.06 (52.71)</td>
<td>32.50 (33.20)</td>
<td>02.38 (26.16)</td>
</tr>
<tr>
<td>( X )</td>
<td>AA</td>
<td>13.6</td>
<td>±0.69 (0.76)</td>
<td>±0.65 (0.60)</td>
<td>±0.60 (2.91)</td>
</tr>
</tbody>
</table>
of more than 40 archetypes in the set $AA-M-Lin$ means that some archetypes lie in the center of the dataset $X$, since they have the maximal distance to the previously selected archetypes. The set $AA-M-Lin$ consists of 25 impervious surface spectra, 12 vegetation spectra, 2 soil spectra and one water spectrum. The total number of selected archetypes in $AA-M$ is chosen to be 75, as for the manually designed library $LibCom$. For all classes except the water class, the results obtained by $AA-M$ are worse than these ones obtained by $AA-M-Lin$. Also the results for the randomly initialized archetypal sets $AA-Rand$ show only slightly better results. Moreover, we observed that oftentimes the selected archetypal set with random initialization does not contain all land cover classes. Thus, as indicated by the results, a single set on selected archetypes is not suitable enough for an accurate sub-pixel quantification. Therefore, in order to create a higher diversity of archetypes,
various initializations are used for SVM and accumulated into a larger set. The set AA-Full contains 142 different archetypes, however, the high amount of elementary spectra results in high MAE values. The best result based on $X$ is obtained by AA-Opt, which is the reduced AA-Full set. This set has the best overall MAE and the class-wise MAE are in most cases comparable to the approaches based on $X_{opt}$. The final number of elements in set AA-Opt is 81.7 on average, which is similar to the number of elements in the manually designed spectral library.

Figure 4 underlines these findings. For impervious surface, vegetation and water the results are similar for all three libraries. However, also for soil the set AA-Opt has large discrepancy between the true 1:1 line (dashed line) and the estimated least-squares regression line (solid line), which is more distinct than for LibCom and LibRed.

Conclusions

The quantification of sub-pixel fractions in remote sensing images is a relevant task to assess the environmental quality, for example, in urban areas. This paper presents a sub-pixel quantification of the urban area of Berlin, Germany, into four land cover classes impervious surface, vegetation, soil, and water, using a manually designed spectral library and various kinds of automatically derived spectral libraries. We perform the estimation of the fractions by using sparse representation with non-negativity, sparsity, and sum-to-one constraints. We use archetypal analysis by simplex volume maximization to automatically derive the elements for a library, and apply reversible jump Markov chain Monte Carlo method to find a small, yet representative set of suitable elementary spectra. The archetypes are extracted from HyMap data with given reference information for all land cover classes. As our experiments suggest, the extracted archetypes are suitable to serve as spectral library for sub-pixel quantification. Moreover, in contrast to a manually designed library, the automatically derived spectral library can be easily extracted with no or limited human user interaction, and the library is specifically adapted to the current image characteristics. In case no reference data is given, the interpretation can be done in a fast way by assigning land cover classes to the extracted archetypes using expert knowledge. The presented approach is flexible regarding the chosen estimation technique for the sub-pixel fractions, and can also be combined with spatial information, which may further increase the approximation ability and accuracy of the fraction estimates.
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Classification of Aerial Photogrammetric 3D Point Clouds
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Abstract
We present a powerful method to extract per-point semantic class labels from aerial photogrammetry data. Labeling this kind of data is important for tasks such as environmental modeling, object classification, and scene understanding. Unlike previous point cloud classification methods that rely exclusively on geometric features, we show that incorporating color information yields a significant increase in accuracy in detecting semantic classes. We test our classification method on four real-world photogrammetry datasets that were generated with Pix4Dmapper, and with varying point densities. We show that off-the-shelf machine learning techniques coupled with our new features allow us to train highly accurate classifiers that generalize well to unseen data, processing point clouds containing 10 million points in less than three minutes on a desktop computer. We also demonstrate that our approach can be used to generate accurate Digital Terrain Models, outperforming approaches based on more simple heuristics such as Maximally Stable Extremal Regions.

Introduction
Extraction of semantic information from point clouds enables us to understand a scene, classify objects, and generate high-level models with CAD-like geometries from them. It can also provide a significant improvement to existing algorithms, such as those used to construct Digital Terrain Models (DTMs) from Digital Surface Models (DSMs) (Unger et al., 2009). With the growing popularity of laser scanners, the availability of drones as surveying tools, and the rise of commercial photogrammetry software capable of generating millions of points from images, there exists an increasing need for fully automated extraction of semantic information from this kind of data. Although some of the commercial photogrammetry software available today offer tools such as automated DTM extraction (Pix4Dmapper, 2017, Photoscan, 2017), semantic classification is typically left to specialized software packages (eCognition, 2017, GlobalMapper, 2017) that rely on 2.5D orthomosaics and DSMs as an input.

The need for semantic modeling of 3D point data has inspired many research and application engineers to model specific structures. Often the proposed solutions were handcrafted to the application at hand: buildings have been modeled by using common image processing techniques such as edge detection (Haala et al., 1998, Brenner, 2000) or by fitting planes to point clouds (Rusu et al., 2007); road networks have been modeled by handcrafted features, and DTM algorithms used heuristics about the size of objects to create a DTM from a DSM. While successful and valuable, these approaches are inherently limited since they cannot be easily applied to detect new classes of objects. The huge boost in the performance of machine learning algorithms over the last years allows for more flexible and general learning and classification algorithms. If supervised or semi-supervised learning and especially classification becomes fast and reliable, machine learning approaches to point cloud classification will find their way into common photogrammetric workflows. Therefore, we focus here on machine learning techniques that will allow the users to detect objects categories of their own choice.

In this paper we present a method to classify aerial photogrammetry point clouds. Our approach exploits both geometric and color information to classify individual points as belonging to one of the following classes extracted from the LAS standard: buildings, terrain, high vegetation, roads, human made objects (HMO) or cars. Unlike previous point cloud classification methods that rely exclusively on geometric features, we show that incorporating color information yields a significant increase in accuracy.

We evaluate our approach on four challenging datasets and show that off-the-shelf machine learning techniques together with our new features result in highly accurate and efficient classifiers that generalize well to unseen data. The datasets used for evaluation are publicly available at https://pix4d.com/research.

Moreover, we show that our classification approach can be used to generate accurate Digital Terrain Models, without the need for hand-designed heuristics such as Maximally Stable Extremal Regions (MSER) detection on a Digital Surface Model.

Related Work
Methods used to extract semantic information from point clouds can be split into two groups: those that try to segment coherent objects from a scene, and those that focus on assigning an individual class label to each point. Early works using the first approach often converted the point data into a regular 2.5D height grid so that standard image processing techniques, e.g., edge detection, can be applied (Haala et al., 1998; Haala and Brenner, 1999; Wang and Schenk, 2000). A scan line based approach (Sithole and Vosselman, 2003) was proposed for structure detection in urban scenes. Building extraction approaches typically use geometric primitives during the segmentation step. A multitude of such primitives has been proposed, both in 2D, such as planes and polyhedral (Vosselman et al., 2001; Dorninger and Nothegger, 2007), and in 3D (Lafarge and Mallet, 2012; Xiao and Furukawa, 2014). In Rusu et al. (2007) the authors fit sampled parametric models to the data for object recognition. Similarly, Oesau et al. (2016) investigates supervised machine learning techniques to represent small indoor datasets with planar models for object recognition.
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The second type of methods assign a label to each point in the point cloud. Typically this is done with supervised machine learning techniques, requiring training on labeled data from which a classification model is learned and then applied to new, unseen data to predict the label of each point. Binary classification has been explored in environmental monitoring to extract road surfaces (Shu et al., 2016), tree species (Böhm et al., 2016; Liu and Böhm, 2015), land cover (Zhou et al., 2016), and construction sites (Xu et al., 2016).

Several other authors employed a multiclass setting to classify multiple types of objects and structures (Brodu and Lague, 2012; Weinmann et al., 2015a; Hackel et al., 2016), which we adopt in this paper. In particular, we follow the work of Weinmann et al. (2013), which introduced local geometric features that were used to train a Random Forest (RF) classifier for single terrestrial lidar scans. Their set of features was extended later by Hackel et al. (2016). Examples of other feature sets used in the point classification context are Fast Point Feature Histogram (FPFH) (Rusu et al., 2009) or Color Signature of Histogram of Orientations (SHOT) (Tombari et al., 2010). All these methods use handcrafted features that can be considered suboptimal when compared to more recent deep learning techniques (Hu and Yuan, 2016; Qi et al., 2016), which learn features directly on image or point cloud data. Those approaches have not been considered here, since they require large computational power to train the classifier, and may be restrictive at prediction time, depending on the hardware available.

The ambiguity of the classification task can be minimized by modeling also the spatial correlations between the different class labels. Spatial priors are used in Shapovalov and Velizhev (2011) to classify lidar data and in Niemeyer et al. (2014), the authors apply Conditional Random Field (CRF) priors to model different probabilities that neighboring labels can have. While those methods show reasonable classification improvements, they are computationally expensive and not easy to parallelize.

In this paper we extend the work on geometric features by (Weinmann et al., 2013; Hackel et al., 2016) and show that incorporating color information provides a significant boost in prediction accuracy, while keeping a low computational load at prediction time. In the following sections we describe our method and present the results obtained on four photogrammetry datasets.

Method

Our approach combines geometric and color features that are fed to a classifier to predict the class of each point in the point cloud. The geometric features are those introduced in Hackel et al. (2016), which are computed at multiple scales, as soon explained further. To exploit color information, we compute additional color features, based on the color of the respective point and its neighbors.

In the next sections we describe the geometric features introduced in (Hackel et al., 2016). We then show how our color features are computed and discuss implementation details.

Geometric Features

Our approach computes geometric features at different scales to capture details at varying spatial resolutions. Below, we first describe how features are computed for a single scale, and then we show how the scale pyramid is constructed.

We follow the method proposed in Weinmann et al. (2013) and later in Hackel et al. (2016). To compute the features for a point \(x\), we first obtain its neighboring points \(S_x = \{p_1, p_2, ..., p_n\}\) pkg. This set is used to compute a local 3D structure covariance tensor.

\[
C_x = \frac{1}{k} \sum_{i=1}^{k} (p_i - \hat{p})(p_i - \hat{p})^T
\]

Table 1. Our set of geometric (top) and color features (bottom) computed for points in local neighborhood \(S_x\). Geometric features are based on eigenvalues of the local structure tensor, moments around the corresponding eigenvectors, height differences in \(S_x\). Color features include HSV space color of the point of interest and its neighborhood, where \(\hat{p} = \arg \min_p \sum_{i=1}^{k} \| p_i - p \|\) is the medoid of \(S_x\).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometric</td>
<td>Omnivariance</td>
<td>((\lambda_1 + \lambda_2 + \lambda_3)^2)</td>
</tr>
<tr>
<td></td>
<td>Eignenentropy</td>
<td>(-\sum_{i=1}^{3} \lambda_i \cdot \ln(\lambda_i))</td>
</tr>
<tr>
<td></td>
<td>Anisotropy</td>
<td>((\lambda_1 - \lambda_2) / \lambda_1)</td>
</tr>
<tr>
<td></td>
<td>Planarity</td>
<td>((\lambda_2 - \lambda_3) / \lambda_1)</td>
</tr>
<tr>
<td></td>
<td>Linearity</td>
<td>((\lambda_1 - \lambda_2) / \lambda_1)</td>
</tr>
<tr>
<td></td>
<td>Surface variation</td>
<td>(\lambda_1 / \lambda_1)</td>
</tr>
<tr>
<td></td>
<td>Scatter</td>
<td>(\lambda_1 / \lambda_1)</td>
</tr>
<tr>
<td></td>
<td>Verticality</td>
<td>(1 -</td>
</tr>
<tr>
<td></td>
<td>Height</td>
<td>(z_{\text{max}}(S_x) - z_{\text{min}}(S_x))</td>
</tr>
<tr>
<td></td>
<td>Vertical Range</td>
<td>(z_p - z_{\text{min}}(S_x))</td>
</tr>
<tr>
<td></td>
<td>Height above</td>
<td>(z_{\text{max}}(S_x) - z_p)</td>
</tr>
<tr>
<td>Color</td>
<td>Point color</td>
<td>(</td>
</tr>
<tr>
<td></td>
<td>Neighborhood colors</td>
<td>(</td>
</tr>
</tbody>
</table>

The eigenvalues \(\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq 0\), unit-sum normalized, and the corresponding eigenvectors \(e_1, e_2, e_3\) of \(C_x\) are used to compute the local geometry features shown in Table 1.

We have slightly changed the geometry feature set from (Hackel et al., 2016) and removed the sum of eigenvalues because it is constant since the eigenvalues are normalized to unit sum. In addition there are the first and second order moments of the point neighborhood around the eigenvectors which help to identify edges and occlusions. Besides the features based on the eigenvalues and eigenvectors of \(C_x\), features based on the z coordinate of the point are used to increase their discriminative power.

Multi-Scale Pyramid

To incorporate information at different scales we follow the multi-scale approach of Hackel et al. (2016), which has shown to be more computationally efficient than that of (Weinmann et al., 2015b). Instead of computing the geometric features of Table 1 at a single scale, we successively downsample the original point cloud to create a multi-scale pyramid with decreasing point densities. The geometric features described earlier are computed at each pyramid level and later concatenated.

Pyramid Scale Selection

In order to generalize over different point clouds with varying spatial resolution, we need to choose a fixed set of pyramid levels. This is particularly important when dealing with data with varying Ground Sampling Distance (GSD), which affects the spatial resolution of the point cloud. The GSD is a characteristic of the images used to generate the point cloud. It is the distance between two consecutive pixel centers measured in the orthographic projection of the images onto the Digital Surface Model (DSM). Among other factors, the GSD depends on the altitude from which the aerial photos were taken.
With this in mind, we set the starting resolution of the pyramid to four times the largest GSD in our datasets, or $4 \times 5.1\text{cm} = 20.4\text{ centimeters}$. In total we compute 8 scales, with a downsampling factor of 2. With these values we were able to capture changes in patterns of surfaces and objects which vary with distance (e.g., buildings have significant height variations at the scale of dozens meters, while cars, trees do at only a few meters).

**Color Features**
To increase the discriminative power of the feature set, we combine the geometric features introduced above with color features. Our color features are computed in the HSV color space first introduced by (Smith, 1978), since the analysis of the Pearson product-moment correlation coefficient and the Fisher information of our training data showed that we should expect higher information gain from the HSV over RGB color space.

Besides the HSV color values of the point itself, we compute the average color values of the neighboring points in the original point cloud (i.e., not downsampled). These points are selected as the points within a certain radius around the query point. We experimented with radii of 0.4 m, 0.6 m, and 0.9 m to balance between classification speed and accuracy.

**Training and Classification**
We use supervised machine learning techniques to train our classifier. We experiment with two well-known ensemble methods: Random Forest (RF) (Breiman, 2001) and Gradient Boosted Trees (GBT) (Friedman et al., 2001). Though RF has been used extensively in point cloud classification (Weinmann et al., 2015b; Hackel et al., 2016), we provide a comparison to GBT and show that the latter can achieve higher accuracies at a similar computational complexity.

Both RF and GBT can generate conditional probabilities and are applicable to multi-class classification problems. They are easily parallelized and are available as reusable software packages in different programming languages.

RF is a very successful learning method that trains an ensemble of decision trees on random subsets of the training data. The output of a RF is the average of the predictions of all the decision trees in the ensemble, which has the effect of reducing the overall variance of the classifier.

On the other hand, the Gradient Boosted Trees (GBT) method trains an ensemble of trees by minimizing its loss over the training data in a greedy fashion (Friedman et al., 2001). GBT has been described as one of the best off-the-shelf classification methods, and it has been shown to perform similarly or better than RF in various classification tasks (Caruana and Niculescu-Mizil, 2006).

**Speeding Up Prediction with Early Stopping**
To speed up prediction we implement a basic early stopping scheme on top of Gradient Boosted Trees. At prediction time and for each sample, we compute the margin of the most-voted class every $e$ evaluated trees. If the margin is larger than a threshold $e$, we assume that the classifier is confident enough about this sample, and therefore there is no need to evaluate the remaining trees in the ensemble. We will show later that this early stopping scheme can speed up prediction by two or three times, improving user experience in interactive applications.

**Implementation Details**
We implemented our software in C++ to ease its later integration into the Pix4Dmapper software. For prototyping and evaluation we used Julia (Bezanson et al., 2014). For fast neighbor search we used the header-only nanoflann library which implements a kd-tree search structure.

The implementation of the RF comes from the ETH Random Forest Library. We parallelized training and prediction, reducing computation times significantly. For GBT we used Microsoft’s LightGBM.

**Evaluation**
In this section we describe first the datasets and classification methods used for the experiments. Next, we show that our implementation is able to reproduce the results presented in (Hackel et al., 2016) on the Paris-rue-Madame dataset. For this dataset we use purely geometric features, as no color information is available. Finally, we evaluate our approach on four challenging aerial photogrammetry point clouds. Our experiments demonstrate that using color information boosts performance significantly, both quantitatively and qualitatively.

**Datasets**
Table 2 shows the characteristics of the datasets employed for evaluation. The Paris-rue-Madame dataset (Serna et al., 2014) does not contain color information and was solely used to verify that our geometric features perform as well as those of (Hackel et al., 2016).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Acquisition</th>
<th>Color</th>
<th># points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paris-rue-Madame</td>
<td>Laser Scan</td>
<td>no</td>
<td>20M</td>
</tr>
<tr>
<td>Ankeny</td>
<td>Aerial Images</td>
<td>yes</td>
<td>9.0M</td>
</tr>
<tr>
<td>Buildings</td>
<td>Aerial Images</td>
<td>yes</td>
<td>3.4M</td>
</tr>
<tr>
<td>Cadastre</td>
<td>Aerial Images</td>
<td>yes</td>
<td>5.8M</td>
</tr>
<tr>
<td>Rural</td>
<td>Aerial Images</td>
<td>yes</td>
<td>15.4M</td>
</tr>
</tbody>
</table>

**Table 3. Point cloud dataset content break down. The datasets are heterogeneous and contain different objects and types of terrain.**

<table>
<thead>
<tr>
<th>Feature</th>
<th>Ankeny</th>
<th>Buildings</th>
<th>Cadastre</th>
<th>Rural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground/Grass on flatland</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground/Grass on slopes</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Dry cropland</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>

Our main interest is the aerial photogrammetry and the four last datasets of Table 2. The images were processed with Pix4Dmapper to obtain their respective dense point clouds that were used as the input for our approach. Note that the GSD varies significantly between datasets. A 3D visualization is presented in Figure 3a.

Moreover, each dataset contains different types of objects and terrain surfaces as shown in Table 3. For example, while all datasets contain roads, cropland only appears in one of them. This table will be useful later to analyze the performance of our approach on each dataset.

We have made three photogrammetry datasets publicly available at https://pix4d.com/research.

**Experimental Setup**
To evaluate our method, we test different combinations of feature sets and classifiers on photogrammetry data. We compare two different setups to evaluate the performance of our approach: within the same dataset, or inter-dataset, and across different datasets, or inter-dataset. For training we sampled 50k points of each class at random, resulting in 300k training samples.

1. https://github.com/jlblancoc/nanoflann
3. https://github.com/Microsoft/LightGBM
The different feature sets used in our experiments are summarized below:

- Geometric features ($G$): the geometric eigenvalue-based features shown in Table 1. We use $k = 10$ neighbors to construct $S_x$.
- Geometric features, points color ($C_p$): HSV color values of the respective 3D point.
- Geometric features, points and neighborhood color ($C_{v3b}$): $C_x$ set added with averaged HSV color values of the neighboring points within the radius $r$ around the respective 3D point.

Intra-Dataset Experiments
In this setup we divide each dataset into two physically disjoint point clouds. We first find a splitting vertical plane such that the resulting point clouds are as similar as possible with respect to the number of points per class. More specifically, we solve for the vertical plane

$$
\hat{p} = \arg\min_{p \in P} \left[ \max_{c \in Y} \left( \frac{1}{|p^+|} \sum_{x \in p^+} (y_j = c) - \frac{1}{|p^-|} \sum_{x \in p^-} (y_j = c) \right) \right]
$$

where $|c|$ is the number of points of class $c$ in the whole point cloud, $Y$ is the set of all classes present in the point cloud, $p^+$ is the set of points falling on one side of the plane $p$, and $P$ is a set of potential vertical planes of different offsets and rotations.

We then train on one of the splits and test on the other.

Inter-Dataset Experiments
To test the generalization capabilities of our approach to new unseen point clouds we also experiment with a leave-one-out evaluation methodology: we train on two point clouds and test on the remaining one.

Classifier Parameters
For both GBT and RF we used 300 trees, and at each split half of the features were picked at random as possible candidates. For RF the maximum tree depth was set to 30. For GBT we set the maximum number of leaves to 32, learning rate to 0.2, and the bagging fraction to 0.5. These parameters were fixed for all the experiments.

Validation on Laser Scans
In the first experiment we reproduced the results presented on the laser-scan Paris-rue-Madame dataset (Serna et al., 2014). The training and test data sets are generated the same way as in (Weinmann et al., 2015b) and (Hackel et al., 2016) by randomly sampling without replacement 1,000 points per each class for training, and using the rest of the points for testing. When training a RF we achieved overall accuracies of 95.76 percent compared to the reported 95.75 percent in the paper although our per-class results differed slightly. We also observed that this evaluation procedure typically yields overly optimistic accuracies, which are much higher than the expected accuracy on unseen test data. We noticed that such evaluation resembles an inpainting problem: given a few known labeled points in the cloud, estimate the labels of the rest that lie in-between. This gives a bias to the results and does not represent the classifier’s ability to generalize to unseen datasets.

To overcome these issues we propose to split the data set into two non-overlapping regions, train on one half and test on the other, as previously described. If the Paris-rue-Madame dataset is split this way our overall accuracy is reduced to 90 percent. We believe this is a less biased estimator of the performance on unseen data, and adopt this strategy to evaluate performance in the rest of our experiments.

It is worth noting that the Paris-rue-Madame dataset contains only small quantities of some classes such as vegetation and human made objects which were found to be harder to classify correctly by (Hackel et al., 2016).

Experiments on Aerial Photogrammetry Data

Intra-Dataset Results
The misclassification errors for different sets of features are presented in Figure 1, where we can see that color features bring a significant improvement. The best results are obtained with the CN (0.6) features. A second important observation is that GBT consistently outperforms RF, in some cases by a large margin.

Inter-Dataset Results
The results are shown in Figure 2. First, there is an overall increase of classification error, in particular for the Cadastre dataset. To analyze the results in more detail, we computed the confusion matrix for the top-three classes that contribute to the misclassification error, as shown in Table 4. We now discuss the result of each dataset in detail.

Ankeny
The classifier performs very well for buildings and roads, as shown in Figure 3b. However it confuses large amounts of ground points as roads. This is not surprising since most of such mistakes occur in croplands, which are not present in any other dataset. Finally, although high vegetation appears in the top-three misclassified classes in Table 4, this is mostly due to

---

![Figure 1. Intra-dataset results: classification error (number of misclassified points divided by overall number of points, the lower the better) when training and testing on different parts of the same dataset. Each dataset is split into physically disjoint training and testing sets through a vertical plane. Incorporating color features CN (0.6) yields a significant improvement. The best results are obtained when combining both geometric and color features.](image-url)
ambiguities in the ground truth: some bushes were manually labeled as ground, while the classifier predicts them as high vegetation.

Building
The classifier performs very well on this dataset. The highest error is due to predicting buildings as high vegetation or human-made objects. This dataset has the lowest GSD (or highest resolution), and façades of the buildings are well-reconstructed. This is not the case for the other two datasets with higher GSD, where few façade points are available. We hypothesize that the classifier is confused with the facades, finding the vegetation or human-made object to be the closest match.

Cadastre
The classifier predicts vast amounts of ground and vegetation points as buildings and human-made objects, leading to a very high error rate. This result is expected considering Table 3, as the Cadastre dataset contains hills and non-flat ground surfaces, which are not present in any of the other two datasets. Thus, the classifier confuses points in the regions of inclined ground with other classes that are closer in feature space to the training data (e.g. building roofs present a slope that resembles the properties of the points on a hill).

Rural
Our approach performs very well on this dataset, obtaining the lowest misclassification error among all datasets of 6.2 percent. Most of this error is due to vegetation being classified as ground, which is partly because of ambiguities in the ground truth: it is hard to disambiguate high vegetation from ground near the border of a forest.

The analyses above highlight the importance of reliable and varied training data, in that it should resemble the unseen data on which the classifier will be applied, e.g., different landscapes, seasons, shapes of buildings, etc.

Qualitative Results
Figure 3 shows a 3D view of the Ankeny dataset and the respective classified point cloud obtained when using geometric features only, as well as with our approach. Overall the results are very satisfying, especially when one considers the heterogeneity of the different datasets, as discussed earlier.

Timings
Table 5 shows the breakdown of the timings obtained on a 6-core Intel i7 3.4 GHz computer. Our approach is very efficient, taking less than three minutes to classify every point in any of the presented photogrammetry datasets. This makes it ideal for the applications where the user needs to interact

<table>
<thead>
<tr>
<th>Dataset</th>
<th>True Label</th>
<th>Predicted Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ankeny</td>
<td>Ground</td>
<td>56% 2.3% 0.3% 10% 0.2% 0.6% 12.1%</td>
</tr>
<tr>
<td>Cadastre</td>
<td>High vegetation</td>
<td>2.7% 6.7% 0.1% 0.1% 0.1% 0.3% 3.0%</td>
</tr>
<tr>
<td>Rural</td>
<td>HMO</td>
<td>0.3% 0.1% 0.1% 0.1% 0.2% 0.3% 0.9%</td>
</tr>
<tr>
<td>Ankeny</td>
<td>Road</td>
<td>4.2% 0.1% 0.1% 32% 0.1% 0.4% 4.9%</td>
</tr>
<tr>
<td>Cadastre</td>
<td>Building</td>
<td>0.2% 1.8% 30% 0.4% 0.1% 1.7% 4.2%</td>
</tr>
<tr>
<td>Rural</td>
<td>High vegetation</td>
<td>2.0% 0.2% 10% 0.2% 0% 0.2% 2.5%</td>
</tr>
<tr>
<td>Ankeny</td>
<td>Ground</td>
<td>36% 4.1% 4.1% 5.1% 1.4% 1.3% 14.8%</td>
</tr>
<tr>
<td>Building</td>
<td>Cadastre</td>
<td>3.0% 0.7% 0.4% 15.8% 0.2% 0.9% 5.1%</td>
</tr>
<tr>
<td>Rural</td>
<td>High vegetation</td>
<td>0.6% 9.1% 2.1% 0.1% 0.0% 0.8% 3.7%</td>
</tr>
<tr>
<td>Ankeny</td>
<td>High vegetation</td>
<td>2.9% 0.1% 0.1% 0% 1.2% 3.2%</td>
</tr>
<tr>
<td>Building</td>
<td>Rural</td>
<td>42% 2.4% 0.02% 0% 0% 2.7%</td>
</tr>
<tr>
<td>Cadastre</td>
<td>Road</td>
<td>0.2% 0% 0% 1.3% 0% 0% 0.2%</td>
</tr>
</tbody>
</table>

Figure 2. Inter-dataset results: classification error (number of misclassified points divided by overall number of points, the lower the better) when training on two datasets and testing on the remaining one. Similar to Figure 1, the best results are obtained with both geometric and color features CN (0.6). The results on Ankeny and Cadastre show higher classification errors than those obtained when training and testing on the same dataset in Fig. 1. This is due to the lack of training data for certain objects or terrain type.

Table 4. Confusion matrix for the top-three misclassified classes. Results obtained for the G + CN (0.6) features with the GBT classifier, training on two datasets and testing on the remaining third one. Percentages are with respect to the total number of points in the testing dataset.
with the software to correct the training data or fix the classifier’s predictions.

**Early Stopping**

Figure 4 shows the speed ups obtained with early stopping and the reduction in accuracy for all five datasets and different margin thresholds. We set $e_\text{ct} = 20$ and vary the early stopping threshold $e_t$. A margin threshold of $e = 1.5$ yields a speed up of 2 to 3.5 times compared to not using early stopping, with a very small error increment of 1 percent.

**Classification-Based DTM**

In this section we show that our classification approach can be used to generate an accurate Digital Terrain Model (DTM). To demonstrate this we employ the variational approach of (Unger et al., 2009), which minimizes an energy functional based on input Digital Surface Model (DSM) and a terrain mask. The goal of this minimization is to smooth and flatten the non-ground areas of the DSM, such as buildings and high vegetation. Ground and non-ground areas are indicated...
Table 5. Timings for feature computation, classifier training and prediction. Our whole pipeline runs in less than 3 minutes with any of the provided point clouds, being suitable for interactive applications. This table also shows the benefit of using early stopping with GBT, making prediction between 2 and 4 times faster.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Ankeny</th>
<th>Building</th>
<th>Cadastre</th>
<th>Rural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geom. feature extraction</td>
<td>41s</td>
<td>14s</td>
<td>28s</td>
<td>85s</td>
</tr>
<tr>
<td>Geom. + Color $C_\gamma (0.6)$ feature extraction</td>
<td>81s</td>
<td>48s</td>
<td>35s</td>
<td>101s</td>
</tr>
<tr>
<td>Random Forest (RF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Train</td>
<td>24m</td>
<td>22m</td>
<td>22m</td>
<td>21m</td>
</tr>
<tr>
<td>Predict</td>
<td>487s</td>
<td>163s</td>
<td>233s</td>
<td>568s</td>
</tr>
<tr>
<td>Boosted Trees (GBT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Train</td>
<td>37s</td>
<td>41s</td>
<td>35s</td>
<td>38s</td>
</tr>
<tr>
<td>Predict (Full)</td>
<td>180s</td>
<td>71s</td>
<td>119s</td>
<td>292s</td>
</tr>
<tr>
<td>Predict (Early Stop, $e_\tau = 1.5$)</td>
<td>73s</td>
<td>23s</td>
<td>48s</td>
<td>78s</td>
</tr>
</tbody>
</table>

Figure 4. Early stopping: error increment due to early stopping (top) and speed up (bottom). Using a margin threshold of $e_\tau = 1.5$ yields a speed up of 2 to 3.5 times compared to not using early stopping, with less than 1 percent error increment at prediction time.

through a binary terrain mask, which is typically computed using the MSER detector (Matas et al., 2004) on the DSM.

**Terrain Mask Generation**

We generate the terrain mask in two steps. First, the point cloud is rasterized into an image, and later it is filtered to remove classification artifacts.

**Rasterization**

Given a classified point cloud, we proceed to discretize the underlying terrain it into a raster image. The resolution of the latter is chosen by the user, according to the desired DTM resolution. For each cell we count the number of points falling into it, and which fraction of that are ground or road surface. If the ratio is greater than 1 we set the respective mask cell to be ground.

**Filtering**

We noticed that sometimes the classifier predicts small patches of road or ground within a roof. We apply the following algorithm to avoid these artifacts from deteriorating the DTM:

1. Generate binary mask as explained above in the rasterization process.
2. Dilate the mask with a $5 \times 5$ structuring element.
3. Find connected components in the latter.
4. For each connected component $c_i$:
   a) Evaluate the fraction of pixels $\sigma_i$ on the perimeter of $c_i$ that are either building or human-made object.
   b) If $\sigma_i > 0.8$ and area($c_i$) < 25 m$^2$ then remove the pixels inside $c_i$ from the terrain mask.

An example of the results of the rasterization and filtering steps is shown in Figure 5. The filtering step successfully removes patches of ground within roofs and buildings, yielding a more accurate DTM mask.

**Evaluation**

In this section we compare the DTMs obtained with our approach and with a MSER-based mask. To generate the classification terrain mask we use the models trained during the inter-dataset evaluation scheme in the previous section.
The results are shown in Figure 6. Although there is no ground truth to perform a quantitative evaluation of the results, the height maps shown therein suggest that the classification-based approach yields more accurate DTMs, as it is able to detect and remove objects such as cars and low vegetation where the MSER technique sometimes fails. This is more evident in the top row of Figure 6b, where some cars and trees were confused as terrain by the MSER method.

**Conclusion**

In this paper we described an approach for a point-wise semantic labeling of aerial photogrammetry point clouds. The core contribution of our work is the use of color features, what improves significantly the overall classification results. Furthermore, we provide a concise comparison between two standard machine learning techniques that hopefully facilitates the decision making process of future research, showing that the Gradient Boosted Trees classifier outperforms the Random Forest classifier, in some cases by a large margin. Our method performs not only with high accuracies over the whole range of datasets used in the experiments but also with a high computational efficiency, making our approach suitable for interactive applications.

We also showed that our approach can be used to generate accurate Digital Terrain Models, outperforming MSER-based methods and without the need to rely on any additional heuristics. The classification method presented in this paper will soon be part of Pix4Dmapper Pro. Earlier we mentioned that access to properly labeled training data that represents aerial photogrammetry point clouds is limited. To overcome this issue we will implement an incremental training method, where users will be given the possibility to classify their data, visualize and correct errors manually. In a next step we will offer our users the possibility to include their datasets into our training data to improve the classifier quality. As the amount of training data increases we will be able not only to provide more accurate classifiers but to also train specialized ones. For example, we could provide a selection of classifiers for indoor and outdoor scenes, and for different seasons and scales.
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![Figure 5. DTM mask generation steps. The rasterized mask in (b) contains a few imperfections that are easily corrected with a basic filtering scheme based on connected component analysis. The final mask shown in (c) no longer contains holes within the buildings.](image)

![Figure 6. MSER and classification-based DTM results for the Ankeny and Building datasets. Our classification-base approach removes cars and low vegetation that the MSER-based method is not able to detect, generating a more accurate DTM.](image)
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Large-Scale Supervised Learning For 3D Point Cloud Labeling: Semantic3d.Net

Timo Hackel, Jan D. Wegner, Nikolay Savinov, Lubor Ladicky, Konrad Schindler, and Marc Pollefeys

Abstract
In this paper we review current state-of-the-art in 3D point cloud classification, present a new 3D point cloud classification benchmark data set of single scans with over four billion manually labeled points, and discuss first available results on the benchmark. Much of the stunning recent progress in 2D image interpretation can be attributed to the availability of large amounts of training data, which have enabled the (supervised) learning of deep neural networks. With the data set presented in this paper, we aim to boost the performance of CNNs also for 3D point cloud labeling. Our hope is that this will lead to a breakthrough of deep learning also for 3D (geo-)data. The semantic3D.net data set consists of dense point clouds acquired with static terrestrial laser scanners. It contains eight semantic classes and covers a wide range of urban outdoor scenes, including churches, streets, railroad tracks, squares, villages, soccer fields, and castles. We describe our labeling interface and show that, compared to those already available to the research community, our data set provides denser and more complete point clouds, with a much higher overall number of labeled points. We further provide descriptions of baseline methods and of the first independent submissions, which are indeed based on CNNs, and already show remarkable improvements over prior art. We hope that semantic3D.net will pave the way for deep learning in 3D point cloud analysis, and for 3D representation learning in general.

Introduction
Neural networks have made a spectacular comeback in image analysis since the seminal paper of (Krizhevsky et al., 2012), which revives earlier work of Fukushima (1980) and LeCun et al., (1989). Especially deep convolutional neural networks (CNNs) have quickly become the core technique for a whole range of learning-based image analysis tasks. The large majority of state-of-the-art methods in computer vision and machine learning now include CNNs as one of their essential components. Their success for image-interpretation tasks is mainly due to (i) easily parallelisable network architectures that facilitate training from millions of images on a single GPU, and (ii) the availability of huge public benchmark data sets like ImageNet (Deng et al., 2009; Russakovsky et al., 2015) and Pascal VOC (Everingham et al., 2010) for RGB images, or SUN RGB-D (Song et al., 2015) for RGB-D data.

While CNNs have been a great success story for image interpretation, they have not yet made a comparable impact for 3D point cloud interpretation. What makes supervised learning hard for 3D point clouds is the sheer size of millions of points per data set, and the irregular, not grid-aligned, and in places very sparse distribution of the data, with strongly varying point density (Figure 1).

While recording point clouds is nowadays straightforward, the main bottleneck is to generate enough manually labeled training data, needed for contemporary (deep)
machine learning to learn good models, that generalize well across new, unseen scenes. Due to the additional dimension, the number of classifier parameters is larger in 3D space than in 2D, and specific 3D effects like occlusion or variations in point density lead to many different patterns for identical output classes. This makes it harder to train good classifiers, so it can be expected that even more training data than in 2D is needed¹. In contrast to images, which are fairly easy to annotate even for untrained users, 3D point clouds are harder to interpret. Navigation in 3D is more time-consuming and the strongly varying point density aggravates scene interpretation.

In order to accelerate the development of powerful algorithms for point cloud processing², we provide the (to our knowledge) hitherto largest collection of individual, non-overlapping terrestrial laser scans with point-level semantic ground truth annotation. In total, it consists of over \(4 \times 10^8\) points, labeled into 8 classes. The data set is split into training and test sets of approximately equal size, without any overlap between train and test scenes. The scans are challenging, not only due to their realistic size of up to \(4 \times 10^8\) points per scan, but also because of their high angular resolution and long measurement range, leading to extreme density changes and large occlusions. For convenient use of the benchmark, we provide not only freely available data and ground truth, but also an automated online submission system, as well as evaluation tables for the submitted methods. The benchmark also includes baselines, both for the conventional pipeline consisting of eigenvalue-based feature extraction at multiple scales followed by classification with a random forest, and for a basic deep learning approach. Moreover, we briefly discuss the first submissions to the benchmark, which so far all employ deep learning. This article is an extended version of the conference paper (Hackel et al., 2017). Here, we add a more thorough review of related work, with emphasis on the most recent 3D-CNN methods. We also provide descriptions of the two latest CNN-based submissions, which lead the comparison by a significant margin, and seem to confirm that, also for point cloud analysis, deep learning is the most powerful technology developed to date.

Related Work

Here, we first review traditional methods for point cloud segmentation before discussing novel deep learning-based methods for this task. Finally, we review existing benchmark activities and motivate the introduction of our new 3D point cloud benchmark for semantic segmentation.

Point Cloud Segmentation

Early work on semantic point cloud segmentation transformed the points (recorded from airborne platforms) into other representations such as regular raster height maps, in order to simplify the problem and benefit from the comprehensive toolbox of image processing functions (Hug and Wehr, 1997; Maas, 1999; Haala et al.; 1998; Rottensteiner and Briese, 2002; Lodha et al., 2006). Much of the pioneering work on true 3D (i.e., not 2.5D) point cloud processing was developed to guide autonomous outdoor robots (Vandapel et al., 2004; Manduchi et al., 2005; Montemerlo and Thrun, 2006; Lalonde et al., 2006; Munoz et al., 2009b) that rely on laser scanners to acquire data of their surroundings.

In general, it is advantageous if scene interpretation directly operates on 3D points, both for aerial (Charaniya et al., 2004; Chehata et al., 2009; Niemeyer et al., 2011; Yao et al., 2011; Lafarge and Mallet, 2011; Lafarge and Mallet, 2012; Niemeyer et al., 2014; Yan et al., 2015) and for terrestrial data (Brodu and Lague, 2012; Weinmann et al., 2013; Dohan et al., 2015). Full 3D processing can handle data which cannot be reduced to height maps in a straightforward manner, in particular, terrestrial data generated from multiple scan positions, and mobile mapping data.

Training a good model requires an expressive feature set. A large number of 3D point descriptors has been developed, which typically encode geometric properties within the point’s neighborhood, like surface normal orientation, surface curvature, etc. Popular descriptors are for example spin images (Johnson and Hebert, 1999), fast point feature histograms (FPFH) (Rusu et al., 2009) and signatures of histograms (SHOT) (Tombari et al., 2010). One drawback of these rich descriptors is their high computational cost. While computation time is not an issue for small point sets (e.g., sparse key points), it is a crucial bottleneck when all points in a large point cloud shall be classified. A faster alternative, i.e. again for range images rather than true 3D point clouds is the NARF operator, which is popular for key point extraction and description in the robotics community (Steder et al., 2010; Steder et al., 2011). In order to achieve robustness against viewpoint changes, it explicitly models object contour information. A computationally cheaper alternative for full 3D point data are features derived from the 3D structure tensor of a point’s neighborhood (Demantke et al., 2011), and from the point distribution in oriented (usually vertical) cylinders (Monnier et al., 2012; Weinmann et al., 2013).

Deep Learning for Point Cloud Annotation

Neural networks (usually of the deep, convolutional network flavor) offer the possibility to completely avoid heuristic feature design and feature selection. They are at present immensely popular in 2D image interpretation. Recently, deep learning pipelines have been adapted to voxel grids (Lai et al., 2014; Wu et al., 2015, Maturana and Scherer, 2015) and RGB-D images (Song and Xiao, 2016), also. Being completely data-driven, these techniques have the ability to capture appearance (intensity) patterns as well as geometric object properties. Moreover, their multi-layered, hierarchical architecture has the ability to encode a large amount of contextual information. Deep learning in 3D has been proposed for a variety of applications in robotics, computer graphics, and computer vision. To the best of our knowledge, the earliest attempt that applies a 3D-CNN on a voxel grid is (Prokhov, 2010). The author classifies objects in lidar point clouds and improves classification accuracy despite limited amount of training data, by combining supervised and unsupervised training. More recent 3D-CNNs that operate on voxel grids include (Maturana and Scherer, 2015) for landing zone detection in 3D lidar point clouds, (Wu et al., 2015) for learning representations of 3D object shapes, and (Huang and You, 2016) to densely label lidar point clouds into seven different object categories.

A general drawback when directly applying 3D-CNNs to dense voxel grids derived from originally sparse point clouds is the huge memory overhead for encoding empty space. Computational complexity grows cubically with respect to voxel grid resolution, although high detail would only be needed at object surfaces.

Therefore, more recent 3D-CNNs exploit the sparsity commonly found in voxel grids. One strategy is to resort to an octree representation, where empty space (and potentially also large, geometrically simple object parts) are represented

---

¹. The number of 3D points of semantic3D.net \((4 \times 10^8\) points) is at the same scale as the number of pixels of the SUN RGB-D benchmark \((3.3 \times 10^8\) px) (Song et al., 2015), which aims at 3D object classification. However, the number of 3D points per laser scan \((4 \times 10^8\) points), and thus the variability in point density, object scale, etc. is considerably larger than the number of pixels per image \((4 \times 10^8\) px).

². Note that, besides laser scanner point clouds, it is also sometimes preferred to classify point clouds generated using structure-from-motion directly instead of going back to the individual images and then merging the results (Riemenschneider et al., 2014).
at coarser scales than object details (Riegler et al., 2017; Engelcke et al., 2017; Tatarchenko et al., 2017). Since the octree partitioning is a function of the object at hand, an important question is how to automatically adapt to new, previously unseen objects at test time. While (Riegler et al., 2017) assume the octree structure to be known at test time, (Tatarchenko et al., 2017) learn to predict the octree structure together with the labels. This allows generalization to unseen instances of a learned object category, without injecting additional prior knowledge.

Another strategy is to rely only on a small subset of the most discriminative points, while neglecting the large majority of less informative ones (Li et al., 2016; Qi et al., 2017a; Qi et al., 2017b). The idea is that the network learns how to select the most informative points from training data and aggregates information into global descriptors for object shapes using fully-connected layers. This allows for both shape classification and per-point labeling, while using only a small subset of points, resulting in significant speed and memory gains.

**Benchmark Initiatives for Point Clouds**

Benchmarking efforts have a long tradition in the geospatial data community and particularly in ISPRS. Recent efforts include, for example, the ISPRS-EuroSDR benchmark on High Density Aerial Image Matching that evaluates dense matching methods for oblique aerial images (Haala, 2013, Cavegn et al., 2014) and the ISPRS Benchmark Test on Urban Object Detection and Reconstruction, which contains several different challenges like semantic segmentation of aerial images and 3D object reconstruction (Rottensteiner et al., 2013, Rottensteiner et al., 2014).

In computer vision, very large benchmark datasets with millions of images have become standard for learning-based image interpretation. A variety of datasets have been introduced, many tailored for specific tasks, some serving as basis for annual challenges for several consecutive years (e.g., ImageNet, Pascal VOC). Datasets that aim at boosting research towards particular sensors, scenes, countries, objects etc. This constitutes a very general collection of images with less bias in image interpretation. A variety of datasets have been introduced, many tailored for specific tasks, some serving as basis for annual challenges for several consecutive years (e.g., ImageNet, Pascal VOC). Datasets that aim at boosting research towards particular sensors, scenes, countries, objects etc. This constitutes a very general collection of images with less bias.

One of the first successful attempts to object detection in images at very large scale is tinyimages with over 80 million small (32x32 px) images (Torralba et al., 2008). A milestone and still widely used dataset for semantic image segmentation is the famous Pascal VOC dataset and challenge (Everingham et al., 2010), which has been used for training and testing many of the well-known, state-of-the-art algorithms today like (Long et al., 2015; Badrinarayanan et al., 2017). Another, more recent dataset is MSCOCO, which contains 300,000 images with annotations that allow for object segmentation, object recognition in context, and image captioning. One of the most popular benchmarks in computer vision today is ImageNet (Deng et al., 2009; Russakovsky et al., 2015), which made Convolutional Neural Networks popular in computer vision (Krizhevsky et al., 2012). It contains > 14x10^6 images organized according to the semantic WordNet hierarchy, where words are grouped into sets of cognitive synonyms.

The introduction of the popular, low-cost range sensor Microsoft Kinect gave rise to several large RGB-D image databases. Popular examples are the NYU Depth Dataset V2 (Silberman et al., 2012) and SUN RGB-D10 (Song et al., 2015) that provide labeled RGB-D images for object segmentation and scene understanding. Compared to laser scanners, low-cost, structured-light rgb-d sensors have much shorter measurement range, lower resolution, and work poorly outdoors, due to interference of the sunlight with the projected infrared pattern.

To the best of our knowledge, no publicly available dataset with laser scans at the scale of the aforementioned vision benchmarks exists today. Thus, many recent Convolutional Neural Networks that are designed for Voxel Grids (Brock et al., 2016; Wu et al., 2015) resort to artificially generated data from the CAD models of ModelNet (Wu et al., 2015), a rather small, synthetic dataset. As a consequence, recent ensemble methods, e.g., (Brock et al., 2016), reach performance of over 97 percent on ModelNet, which clearly indicates that the dataset is either too easy, or too small and already significantly overfitted.

Those few existing laser scan datasets are mostly acquired with mobile mapping devices or robots like DUT1 (Zhuang et al., 2015a), DUT2 (Zhuang et al., 2015b), or KAIST (Choe et al., 2013), which are small (<107 points) and not publicly available. Public laser scan datasets include Oakland (Munoz et al., 2009a) (<2×10^6 points), the Sydney Urban Objects (De Deuge et al., 2013), Paris-rue-Madame (Serna et al., 2014) and data from the IQnulus & TerraMobilita Contest (Vallet et al., 2015). All have in common that they use 3D lidar data from mobile mapping vehicles, which provides a much lower point density than static scans, like ours. They are also relatively small and localized, and thus prone to overfitting. The majority of today’s available point cloud datasets comes without a thorough, transparent evaluation that is publicly available on the internet, continuously updated and that lists all submissions to the benchmark.

With the semantic3D.net benchmark presented in this paper, we attempt to close this gap. It provides a much larger labeled 3D point cloud dataset set with approximately four billion hand-labeled points, comes with a sound evaluation, and continuously updates submissions. It is the first dataset that allows fully-fledged deep learning on real 3D laser scans, with high-quality, per-point supervision.

**Data**

Our 30 published individual, non-overlapping terrestrial laser scans consist of in total ~ 4 billion 3D points. Although we would have many more scans that overlap largely with the ones in our benchmark data set and would facilitate co-registration for large scenes, we prefer to keep this for a later extension. The main reason for publishing only individual scans is the huge size per scan (2.72 GB for the largest scan). For the same reason, we did not record multiple echoes per pulse. The data set is split into 15 scans for training that come with labels and 15 scans for testing, where labels are not publicly released and kept by the organizers (see parameters in Tables 1 and 2).

---

5. http://host.robots.ox.ac.uk/pascal/VOC/
8. https://wordnet.princeton.edu/
Submitted results on the test set are evaluated completely automatically on the server and repeated submissions are limited to discourage overfitting on the test set. Train and test data sets are always from different scenes to avoid biasing classifiers and ensure that we verify generalization capability. The data set contains urban and rural scenes, such as, farms, town halls, sport fields, a castle, and market squares. We intentionally selected various different natural and man-made scenes to prevent overfitting of the classifiers. All of the published scenes were captured in Central Europe and depict urban or rural European architecture, as shown in Figure 2. Surveying-grade laser scanners were used for recording these scenes. Colorization was performed in a postprocessing step, by generating high-resolution cubemaps from co-registered camera images. In general, static laser scans have a very high resolution and are able to measure long distances with little noise. Especially compared to point clouds derived using structure-from-motion pipelines or Kinect-like structured light sensors, laser scanners deliver superior geometric data quality.

Scanner positions for data recording were selected as usually done in real field campaigns: only little scan overlap as needed for registration, so that scenes can be recorded in a minimum of time. This free choice of the scanning position implies that no prior assumption based on point density and on class distributions can be made. We publish up to three laser scans per scene that have small overlap. The relative position of laser scans at the same location was estimated from targets.

The choice of output classes in a benchmark, independent of downstream applications, is not obvious. Based on feedback from geospatial industry experts, we use the following eight classes, which are considered useful for a variety of surveying applications: (1) man-made terrain: mostly pavement; (2) natural terrain: mostly grass; (3) high vegetation: trees and large bushes; (4) low vegetation: flowers or small bushes which are smaller than 2 m; (5) buildings: Churches, city halls, stations, tenements, etc.; (6) remaining hardscape: a clutter class with for instance garden walls, fountains, benches, etc.; (7) scanning artifacts: artifacts caused by dynamically moving objects during the recording of the static scan; and (8) cars and trucks. Some of these classes are ill-defined, for instance some scanning artifacts could also go for cars or trucks and it can be hard to differentiate between large and small bushes. Yet, we prefer not to alter the class nomenclature in

Table 1. Parameters of the full resolution semantic-8 training data set. Identical names (left column) with different IDs identify scans of the same scene (but with very low overlap). All ground truth labels together have size 0.01 GB for download. All parameters are also provided on the benchmark website: http://www.semantic3d.net/view_dbase.php?chl=1.

<table>
<thead>
<tr>
<th>Train data set</th>
<th>Number of points</th>
<th>Scene type</th>
<th>Description</th>
<th>Download size [GB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>bildstein1</td>
<td>29 302 501</td>
<td>rural</td>
<td>church in bildstein</td>
<td>0.20</td>
</tr>
<tr>
<td>bildstein3</td>
<td>23 765 246</td>
<td>rural</td>
<td>church in bildstein</td>
<td>0.17</td>
</tr>
<tr>
<td>bildstein5</td>
<td>24 671 679</td>
<td>rural</td>
<td>church in bildstein</td>
<td>0.18</td>
</tr>
<tr>
<td>domfountain1</td>
<td>35 494 386</td>
<td>urban</td>
<td>cathedral in feldkirch</td>
<td>0.28</td>
</tr>
<tr>
<td>domfountain2</td>
<td>35 188 343</td>
<td>urban</td>
<td>cathedral in feldkirch</td>
<td>0.25</td>
</tr>
<tr>
<td>domfountain3</td>
<td>35 049 972</td>
<td>urban</td>
<td>cathedral in feldkirch</td>
<td>0.23</td>
</tr>
<tr>
<td>untermaederbrunnen1</td>
<td>16 658 648</td>
<td>rural</td>
<td>fountain in balgach</td>
<td>0.17</td>
</tr>
<tr>
<td>untermaederbrunnen3</td>
<td>19 767 991</td>
<td>rural</td>
<td>fountain in balgach</td>
<td>0.17</td>
</tr>
<tr>
<td>neugasse</td>
<td>50 109 087</td>
<td>urban</td>
<td>neugasse in st. gallen</td>
<td>0.32</td>
</tr>
<tr>
<td>sg27 1</td>
<td>161 044 280</td>
<td>rural</td>
<td>railroad tracks</td>
<td>1.87</td>
</tr>
<tr>
<td>sg27 2</td>
<td>248 351 425</td>
<td>urban</td>
<td>town square</td>
<td>2.72</td>
</tr>
<tr>
<td>sg27 4</td>
<td>280 994 028</td>
<td>rural</td>
<td>village</td>
<td>1.59</td>
</tr>
<tr>
<td>sg27 5</td>
<td>218 269 204</td>
<td>suburban</td>
<td>crossing</td>
<td>1.25</td>
</tr>
<tr>
<td>sg27 9</td>
<td>222 908 898</td>
<td>urban</td>
<td>soccer field</td>
<td>1.22</td>
</tr>
<tr>
<td>sg28 4</td>
<td>258 719 795</td>
<td>urban</td>
<td>town square</td>
<td>1.40</td>
</tr>
</tbody>
</table>

Table 2. Parameters of the full resolution semantic-8 testing data set. Identical names (left column) with different IDs identify scans of the same scene (but with very low overlap). All parameters are also provided on the benchmark website: http://www.semantic3d.net/view_dbase.php?chl=1.

<table>
<thead>
<tr>
<th>Test data set</th>
<th>Number of points</th>
<th>Scene type</th>
<th>Description</th>
<th>Download size [GB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>stgallencathedral1</td>
<td>28 181 979</td>
<td>urban</td>
<td>cathedral in st. gallen</td>
<td>0.22</td>
</tr>
<tr>
<td>stgallencathedral3</td>
<td>31 328 976</td>
<td>urban</td>
<td>cathedral in st. gallen</td>
<td>0.22</td>
</tr>
<tr>
<td>stgallencathedral6</td>
<td>32 342 450</td>
<td>urban</td>
<td>cathedral in st. gallen</td>
<td>0.22</td>
</tr>
<tr>
<td>marketsquarefeldkirch1</td>
<td>23 228 738</td>
<td>urban</td>
<td>market square in feldkirch</td>
<td>0.17</td>
</tr>
<tr>
<td>marketsquarefeldkirch4</td>
<td>22 760 334</td>
<td>urban</td>
<td>market square in feldkirch</td>
<td>0.15</td>
</tr>
<tr>
<td>marketsquarefeldkirch7</td>
<td>23 264 911</td>
<td>urban</td>
<td>market square in feldkirch</td>
<td>0.15</td>
</tr>
<tr>
<td>birdfountain1</td>
<td>36 627 054</td>
<td>urban</td>
<td>fountain in feldkirch</td>
<td>0.25</td>
</tr>
<tr>
<td>castleblatten1</td>
<td>152 248 025</td>
<td>rural</td>
<td>castle in blatten</td>
<td>0.24</td>
</tr>
<tr>
<td>castleblatten5</td>
<td>195 356 302</td>
<td>rural</td>
<td>castle in blatten</td>
<td>0.70</td>
</tr>
<tr>
<td>sg27 3</td>
<td>422 445 052</td>
<td>suburban</td>
<td>houses</td>
<td>2.40</td>
</tr>
<tr>
<td>sg27 6</td>
<td>226 790 878</td>
<td>urban</td>
<td>city block</td>
<td>1.27</td>
</tr>
<tr>
<td>sg27 8</td>
<td>429 615 314</td>
<td>urban</td>
<td>city center</td>
<td>2.08</td>
</tr>
<tr>
<td>sg27 10</td>
<td>285 579 196</td>
<td>urban</td>
<td>town square</td>
<td>1.56</td>
</tr>
<tr>
<td>sg28 2</td>
<td>170 158 281</td>
<td>rural</td>
<td>farm</td>
<td>0.94</td>
</tr>
<tr>
<td>sg28 5</td>
<td>269 007 810</td>
<td>suburban</td>
<td>buildings</td>
<td>1.35</td>
</tr>
</tbody>
</table>
a way that might reduce ambiguities, but departs from the requirements of the data providers and users. Note also, in many application projects class 7, scanning artifacts, are filtered out in preprocessing with heuristic rule sets. Within the benchmark we prefer to also include that additional classification problem in the overall machine learning pipeline, and thus do not perform any heuristic pre-processing.

In our view, large data sets are important for two reasons: (a) Typically, real world scan data are large. To have an impact on real problems, a method must be able to process large amounts of data, and (b) Large data sets are especially important for modern machine learning methods that involve representation learning (i.e., extracting discriminative low- to high-level features from the raw data). With too small data sets, good results leave strong doubts about possible overfitting; unsatisfactory results, on the other hand, are to interpret as guidelines for further research: are the mistakes due to short-comings of the method, or simply caused by insufficient training data.

Point Cloud Annotation
In contrast to common strategies for 3D data labeling that first compute an automatic over-segmentation and then label segments, we manually assign each point a class label individually. Although this strategy is more labor-intensive, it avoids inheriting errors from the segmentation; and, perhaps more importantly, it ensures that the ground truth does not contain any biases from a particular segmentation algorithm, that could be exploited by the classifier and impair its use with other training data. In general, it is more difficult for humans to label a point cloud by hand than images. The main problem is that it is hard to select a 3D point on a 2D monitor from a set of millions of points without a clear neighborhood/surface structure. We tested two different strategies:

**Annotation in 3D**
We follow an iterative filtering strategy, where we manually select a couple of points, fit a simple model to the data, remove the model outliers and repeat these steps until all inliers belong to the same class. With this procedure it is possible to select large buildings in a couple of seconds. A small part of the point clouds was labeled with this approach by student assistants at ETH Zurich.

**Annotation in 2D**
The user rotates a point cloud, fixes a 2D view and draws a closed polygon which splits a point cloud into two parts (inside and outside of the polygon). One part usually contains points from the background and is discarded. This procedure is repeated a few times until all remaining points belong to the same class. In the end, all points are separated into different layers corresponding to classes of interest. This 2D procedure works well with existing software packages (Daniel Girardeau-Montaut, 2016) such that it can be outsourced to external labelers more easily than the 3D work-flow. We used this procedure for all data sets where annotation was outsourced.

Methods
Given a set of points (here: dense scans from a static, terrestrial laser scanner), we want to infer an individual class label per point. We provide three baseline methods that are meant to represent typical categories of approaches recently used for the task, covering the state of the art at the time of creating the benchmark.

**2D Image Baseline**
We convert color values of the scans to separate images (without depth) with cube mapping (Greene, 1986). Cube maps are centered on the origin of the laser scanner, and thus, we do not experience any self-occlusions. Ground truth labels are
also projected from the point clouds to image space, such that
the 3D point labeling task turns into a purely image-based
semantic segmentation problem in 2D (Figure 3). We chose
the associative hierarchical random fields method (Ladicky et
al., 2013) for semantic segmentation because it has proven to
deliver good performance for a variety of tasks (e.g., (Montoya et
al., 2014; Ladicky’ et al., 2014)) and was available in its
original implementation.

The method works as follows: four different types of
features – textons (Malik et al., 2001), SIFT (Lowe, 2004),
local quantized ternary patterns (Hussain and Triggs, 2012),
and self-similarity features (Shechtman and Irani, 2007) – are
extracted densely at every image pixel. Each feature cate-
gory is separately clustered into 512 distinct patterns using
standard K-means clustering, which corresponds to a typical
bag-of-words representation. For each pixel in an image, the
feature vector is a concatenation of bag-of-word histograms
over a fixed set of 200 rectangles of varying sizes. These
rectangles are randomly placed in an extended neighborhood
around a pixel. We use multi-class boosting (Torralba et
al., 2004) as classifier, and the most discriminative weak features
are found as explained in Shotton et al. (2006). To add local
smoothing without losing sharp object boundaries, the model
includes soft constraints that favor constant labels inside
superpixels and class transitions at their boundaries. Super-
pixels are extracted using mean-shift (Comaniciu and Meer,
2002) with three sets of coarse-to-fine parameters as described
in (Ladicky et al., 2013). Class likelihoods of overlapping su-
perpixels are predicted using the feature vector consisting of a
bag-of-words representation for each superpixel. Pixel-based
and superpixel-based classifiers with additional smoothness
priors over pixels and superpixels are combined in a condi-
tional random field framework, as proposed in (Kohli et al.,
2008). The maximum a-posteriori label configuration is found
using a graph-cut algorithm (Boykov and Kolmogorov, 2004),
with appropriate graph construction for higher-order poten-
tials (Ladicky et al., 2013).

3D Covariance Baseline

The second baseline was inspired by Weinmann et al. (2015),
and Hackel et al. (2016). It infers the class label directly from
the 3D point cloud using multiscale features and discrimina-
tive learning. Again, we had access to the original implemen-
tation of (Hackel et al., 2016). That method uses an efficient
approximation of multi-scale neighborhoods, where the point
cloud is sub-sampled into a multi- resolution pyramid, such
that a constant, small number of neighbors’ per level captures
the multi-scale information. The multi-scale pyramid is gener-
ated by voxel-grid filtering with uniform spacing.

The feature set extracted at each level is an extension of
the one described in Weinmann et al. (2013). It uses different
combinations of eigenvalues and eigenvectors of the covari-
ance per-point neighborhood to represent geometric surface
properties. Furthermore, height features based on vertical,
cylinrical neighborhoods are added to emphasize the special
role of the gravity direction (assuming that scans are, as usual,
aligned to the vertical). Note that we do not make use of color
values or laser intensities. We empirically found that they did
not improve the point cloud classification, moreover color or
intensity information is not always available. As classifier, we
use a random forest, for which optimal parameters (number of
trees and tree depths) are found with grid search and five-fold

cross-validation.

Figure 3. Top row: projection of ground truth to images. Bottom row: results of classification with the image baseline. White:
unlabeled pixels, black: pixels with no corresponding 3D point, gray: buildings, orange: man-made ground, green: natural

Figure 4. Our deep neural network baseline.
3D CNN Baseline

We design our baseline for the point cloud classification task following recent ideas of VoxNet (Maturana and Scherer, 2015) and ShapeNet (Wu et al., 2015) for 3D encoding. The pipeline is illustrated in Figure 4. Instead of generating a global 3D voxel-grid prior to processing, we create 16 × 16 × 16 voxel cubes per scan point11. We do this at 5 different resolutions, with voxel sizes ranging from 2.5 cm to 40 cm (multiplied by powers of 2) and encode empty voxel cells as 0 and filled ones as 1. The input to the CNN is thus encoded in a multidimensional tensor with 5 × 16 × 16 × 16 cube entries per scan point.

Each of the five scales is handled separately by a VGG-like (Simonyan and Zisserman, 2015) network branch that includes convolutional, pooling and ReLU layers. The five separate network paths are finally concatenated into a single representation, which is passed through two fully-connected layers. The output of the second fully-connected layer is a 8-dimensional vector, which contains the class scores for each of the 8 classes in this benchmark challenge. Scores are transformed to class conditional probabilities with the soft-max function.

Before describing the network architecture in detail we introduce the following notation: \(c(f, o)\) stands for convolutional layers with \(3 \times 3 \times 3\) filters, \(i\) input channels, \(o\) output channels, zero-padding of size 1 at each border and a stride of 1. \(f(i, o)\) stands for fully-connected layers. And, \(r\) stands for a ReLU non-linearity, \(m\) stands for a volumetric max-pooling with receptive field \(2 \times 2 \times 2\), applied with a stride of 2 in each dimension, \(d\) stands for a dropout with 0.5 probability, and \(s\) stands for a softmax layer.

Our 3D CNN architecture assembles these components to a VGG-like network. We choose the filter size in convolutional layers as small as possible (\(3 \times 3 \times 3\)), as recommended in recent work (He et al., 2016), to have the least amount of parameters per layer and, hence, reduce both the risk of overfitting and the computational cost. Each of the 5 separate network paths, acting at different resolutions, has the sequence:

\[
(c(1, 16), r, m, c(16, 32), r, m, c(32, 64), r, m).
\]

The output is vectorized, concatenated across all branches (scales), and fed through two fully-connected layers to predict the class responses:

\[
(f(2560, 2048), r, d, f(2048, 8), s).
\]

The network is trained by minimizing the standard multi-class cross-entropy loss, with stochastic gradient descent (SGD, Bottou, 2010). The SGD algorithm uses randomly sampled mini-batches of several hundred points per batch to iteratively update the parameters of the CNN. We use the popular adam (Kingma and Ba, 2014) variant of SGD. We use a mini-batch size of 100 training samples (i.e., points), where each batch is sampled randomly and balanced to contain equal numbers of samples per class. We run training for 74,700 batches and sample training data from a large and representative point cloud with 259 million points (scan sg284). A standard preprocessing step for CNNs is data augmentation to enlarge the training set and to avoid overfitting. Here, we augment the training set with a random rotation around the z-axis after every 100 batches. During experiments it turned out that additional training data did not improve performance. This indicates that in our case we rather face underfitting (as opposed to overfitting), i.e., our model lacks the capacity to fully capture all the evidence in the available training data12. We thus refrain from further possible augmentations like randomly missing points or adding noise. The network is implemented in C++ and Lua and uses the Torch7 framework (Collobert et al., 2011) for deep learning. Code and documentation are available at https://github.com/nsavinov/semantic3dnet.

Submissions to the Benchmark

The two top-performing approaches (Boulch et al., 2017, Lawin et al., 2017) submitted to the benchmark so far13 both project 3D point clouds to 2D images, so as to harness the strength of well-established CNN models in 2D space. Their strategy is to: (i) render virtual 2D images from viewpoints in the 3D point cloud; (ii) perform semantic classification on the 2D images; (iii) lift the results back into 3D space, and merge the predictions from different 2D views. In the following, we provide a brief overview of both methods. Schematic work-flows are shown in Figures 5 and 6. The currently top-performing method is SnapNet (Boulch et al., 2017). The processing pipeline consists of four main parts (Figure 5):

1. Point clouds are down-sampled with a voxel grid filter, 3D features are extracted (e.g., the deviation of surface normals to a vertical vector, sphericity, etc.), and 3D meshes are generated by running the surface reconstruction approach of Marton et al. (2009).

2. Virtual images are rendered from meshes at a high number (400 per point cloud for training) of different camera positions. RGB images as well as composite images with a channel for depth, the deviation of surface normals and

---

11. This strategy automatically centers each voxel-cube per scan point. Note that for the alternative approach of a global voxel grid, several scan points could fall into the same grid cell in dense regions of the scan. This would require scan point selection per grid cell, which is computationally costly and results in (undesired) down-sampling.

12. Our model reaches the hardware limits of our GPU (TitanX with 12GB of RAM), we thus did not experiment with larger networks at this point.

sphericity are computed. For training and validation sets also virtual ground truth images are rendered. The authors propose to select camera view points either randomly in the bounding box of the scene (altitudes vary between 10 and 30 meters above ground) or to apply a multi-scale strategy, where three camera poses are generated for a subset of points that vary in distance to the selected point. A 3D mesh viewer renders virtual 2D images from the mesh.

3. Two different encoder-decoder CNNs, SegNet (Badrinarayanan et al., 2017) and U-Net (Ronneberger et al., 2015), are compared for semantic labeling of the rendered virtual images. Moreover, different strategies to combine RGB and depth information are tested, for example, model averaging and adding a shallow network to the output of the two separate depth and RGB networks.

4. Class responses of the neural network are back-projected to the mesh and averaged over the different virtual views. Finally, a kd-tree is used to assign the class label with the highest class response in the mesh to close points in the point cloud. The overall best results (i.e., those reported for the benchmark, cf. Tables 3 and 4) are obtained with a combination of U-Net, shallow network for depth and RGB fusion, and multi-scale view generation.

The second-best submission at present is DeePr3SS (Lawin et al., 2017) (Figure 6), which follows a conceptually similar strategy as (Bouchê et al., 2017):

1. Virtual images with RGB channels as well as channels for depth and surface normals are rendered directly from the point clouds by point splatting (Zwicker et al., 2001) (which, unlike (Bouchê et al., 2017), works without an intermediate mesh generation step). In total, 120 camera views are rendered per point cloud by rotating the camera around four vertical axis in the scene. Low quality images are discarded by using two filter strategies: First, images with a coverage below a threshold are removed. Second, views which are too close to large objects are neglected by thresholding the percentage of small depths.

2. Semantic segmentation is performed using fully convolutional networks, where the different inputs are fused by using a multi-stream architecture (Simonyan and Zisserman, 2014) that averages the output of the different streams. The authors use pre-trained VGG16 networks (Simonyan and Zisserman, 2015) for each stream and experiment with different combinations of streams for RGB, depth and normal channels. As often done, pre-training is performed on the ImageNet dataset (Russakovsky et al., 2015).

3. Finally, class responses of the CNN are back-projected to the point cloud. Mapping between 3D points and pixels in the virtual images is given by rendering with point splatting. Class responses of the CNN for all pixels which correspond to the same 3D point are summed up, and the maximum average class response is used as final class label. The authors report that the multi-stream architecture with streams for all RGB, depth and normal channels works best (that workflow is used to produce numbers shown in Table 4 for the benchmark) for DeePr3SS.

Evaluation
We follow the Pascal VOC challenge (Everingham et al., 2010) and choose the Intersection over Union (IoU) averaged over all classes, as our principal evaluation metric.14. Let the classes be indexed with integers from {1, ..., N}, with N the number of different classes. Let C be an N × N confusion matrix of the chosen classification method, where each entry cij is a number of samples from ground-truth class i predicted as class j. Then the evaluation measure per class i is defined as:

\[ \text{IoU}_i = \frac{c_{ii}}{c_{ii} + \sum_{j \neq i} c_{ij} + \sum_{k \neq i} c_{ki}} \]

The main evaluation measure of our benchmark is thus N.

\[ \text{IoU} = \frac{1}{N} \sum_{i=1}^{N} \text{IoU}_i \]

IoU compensates for different class frequencies as opposed to, for example, overall accuracy that does not balance different class frequencies, thus giving higher influence to large classes.

We also report IoU, for each class i and overall accuracy:

Table 3. Semantic3D benchmark results on the full data set: 3D covariance baseline TMLC-MS, 2D RGB image baseline TML-PC, and first submissions HarrisNet and SnapNet. IoU for categories (1) man-made terrain, (2) natural terrain, (3) high vegetation, (4) low vegetation, (5) buildings, (6) hard scape, (7) scanning artifacts, (8) cars. * Scanning artifacts were ignored for 2D classification because they are not present in the image data.

<table>
<thead>
<tr>
<th>Method</th>
<th>IoU</th>
<th>OA</th>
<th>t[s]</th>
<th>IoU_1</th>
<th>IoU_2</th>
<th>IoU_3</th>
<th>IoU_4</th>
<th>IoU_5</th>
<th>IoU_6</th>
<th>IoU_7</th>
<th>IoU_8</th>
</tr>
</thead>
<tbody>
<tr>
<td>SnapNet</td>
<td>0.674</td>
<td>0.910</td>
<td>unknown</td>
<td>0.795</td>
<td>0.748</td>
<td>0.561</td>
<td>0.909</td>
<td>0.365</td>
<td>0.343</td>
<td>0.772</td>
<td></td>
</tr>
<tr>
<td>HarrisNet</td>
<td>0.623</td>
<td>0.881</td>
<td>unknown</td>
<td>0.737</td>
<td>0.742</td>
<td>0.625</td>
<td>0.927</td>
<td>0.283</td>
<td>0.178</td>
<td>0.671</td>
<td></td>
</tr>
<tr>
<td>TMLC-MS</td>
<td>0.494</td>
<td>0.850</td>
<td>38421</td>
<td>0.911</td>
<td>0.695</td>
<td>0.328</td>
<td>0.216</td>
<td>0.876</td>
<td>0.259</td>
<td>0.113</td>
<td>0.553</td>
</tr>
<tr>
<td>TML-PC</td>
<td>0.391</td>
<td>0.745</td>
<td>unknown</td>
<td>0.804</td>
<td>0.661</td>
<td>0.423</td>
<td>0.412</td>
<td>0.647</td>
<td>0.124</td>
<td>0.0*</td>
<td>0.058</td>
</tr>
</tbody>
</table>

Table 4. Semantic3D benchmark results on the reduced data set: 3D covariance baseline TMLC-MSR, 2D RGB image baseline TML-PCR, and our 3D CNN baseline DeepNet. TMLC-MSR is the same method as TMLC-MS, the same goes for TMLC-PCR and TML-PC. In both cases R indicates classifiers on the reduced dataset. IoU for categories (1) man-made terrain, (2) natural terrain, (3) high vegetation, (4) low vegetation, (5) buildings, (6) hard scape, (7) scanning artifacts, (8) cars. * Scanning artifacts were ignored for 2D classification because they are not present in the image data.

<table>
<thead>
<tr>
<th>Method</th>
<th>IoU</th>
<th>OA</th>
<th>t[s]</th>
<th>IoU_1</th>
<th>IoU_2</th>
<th>IoU_3</th>
<th>IoU_4</th>
<th>IoU_5</th>
<th>IoU_6</th>
<th>IoU_7</th>
<th>IoU_8</th>
</tr>
</thead>
<tbody>
<tr>
<td>SnapNet</td>
<td>0.591</td>
<td>0.886</td>
<td>3600</td>
<td>0.820</td>
<td>0.773</td>
<td>0.797</td>
<td>0.229</td>
<td>0.911</td>
<td>0.184</td>
<td>0.373</td>
<td>0.644</td>
</tr>
<tr>
<td>DeePr3SS</td>
<td>0.585</td>
<td>0.889</td>
<td>Un-known</td>
<td>0.856</td>
<td>0.832</td>
<td>0.742</td>
<td>0.324</td>
<td>0.897</td>
<td>0.185</td>
<td>0.251</td>
<td>0.592</td>
</tr>
<tr>
<td>TMLC-MSR</td>
<td>0.542</td>
<td>0.862</td>
<td>1800</td>
<td>0.898</td>
<td>0.745</td>
<td>0.537</td>
<td>0.268</td>
<td>0.888</td>
<td>0.189</td>
<td>0.364</td>
<td>0.447</td>
</tr>
<tr>
<td>DeepNet</td>
<td>0.437</td>
<td>0.772</td>
<td>64800</td>
<td>0.838</td>
<td>0.385</td>
<td>0.548</td>
<td>0.085</td>
<td>0.841</td>
<td>0.151</td>
<td>0.223</td>
<td>0.423</td>
</tr>
<tr>
<td>TML-PCR</td>
<td>0.384</td>
<td>0.740</td>
<td>unknown</td>
<td>0.726</td>
<td>0.73</td>
<td>0.485</td>
<td>0.224</td>
<td>0.707</td>
<td>0.050</td>
<td>0.0*</td>
<td>0.15</td>
</tr>
</tbody>
</table>
as auxiliary measures and provide the confusion matrix \( C \). Finally, each participant is asked to specify the time \( T \) it took to classify the test set as well as the hardware used for experiments. The computation time (if available) is important to understand how suitable the method is in real-world scenarios, where usually billions of points are required to be processed.

For computationally demanding methods we additionally provide a reduced challenge, consisting of a subset of the original test data. The results of our baseline methods as well as submissions are shown in Table 3 for the full challenge and in Table 4 for the reduced challenge. Of the three published baseline methods the classical machine learning pipeline with hand-designed, covariance-based features performs better than simplistic color image labeling without 3D information, and it also beats our simple CNN baseline, DeepNet. Due to its computational cost we could only run the DeepNet on the reduced data set. We note that DeepNet is meant as a baseline for “naive” application of CNNs to point cloud data, we do expect a more sophisticated, higher-capacity network to perform significantly better. Both SnapNet and DeePr3SS comfortably beat all baselines.

On the full challenge, two CNN methods, SnapNet and HarrisNet (unfortunately unpublished), already beat our best baseline by a significant margin (Table 3) of 12 respective 18 percent points. This indicates that deep learning seems to be the way to go also for point clouds, if enough training data is available. However, it should be noted that both SnapNet and HarrisNet are no true 3D-CNN approaches in the sense that they do not process 3D data directly. Both methods side-step 3D processing and cast semantic segmentation of point clouds as a 2D image labeling problem. For the future of the benchmark, it will be interesting how true 3D-CNN approaches like Riegler et al. (2017), Tatarchenko et al. (2017), Qi et al. (2017a) will perform. As a lesson learned, a future update of the benchmark should include multi-station point clouds that challenge the reprojection strategy.

**Benchmark Statistics**

Class distributions in the test and training sets are rather similar, as shown in Figure 7a. Interestingly, the class with most samples is man-made terrain because, out of convenience, operators in the field tend to place the scanner on flat and paved ground. Recall also the quadratic decrease of point density with distance to the scanner, such that many samples are close to the scanner. The largest difference between samples in test and training sets occurs for class building. However, this does not seem to affect the performance of the submissions so far. The most difficult classes, scanning artifacts and cars, have only few training and test samples and a large variation of possible object shapes. Scanning artifacts is probably the hardest class because the shape of artifacts mostly depends on the movement of objects during the scanning process. Note that, following discussions with industry professionals, the class hard scape was designed as a sort of “clutter class” that contains all sorts of man-made objects except for buildings, cars and the ground.

In order to quantify the quality of the manually acquired labels, we also checked the label agreement among human annotators. This check provides an indicative measure how well different annotators agree on the correct labeling, and can be viewed as an internal check of manual labeling precision. To estimate the label agreement between different human annotators, we inspect areas where different scans of the same scene overlap (recall that

\[
OA = \frac{\sum_{j=1}^{N} \sum_{k=1}^{N} c_{jj}}{\sum_{j=1}^{N} \sum_{k=1}^{N} c_{jk}}
\]
overlaps of adjacent scans can be established precisely, using artificial markers placed in the scenes). Since we cannot rule out that some overlapping area might have been labeled twice by the same person (labeling was outsourced, and we thus do not know exactly who annotated what), the observed consistency might in the worst case be slightly too optimistic. Even if scan alignments would be perfect without any error, no exact point-to-point correspondences exist between two scans, because scan points acquired from two different locations will not fall exactly onto the same 3D location.

We thus have to resort to nearest-neighbor search to find point correspondences. Moreover, not all scan points have a corresponding point in the adjacent scan. A threshold of 5 cm on the distance is used to ignore those points where no correspondence exists. Once point correspondences have been established, it is possible to transfer the annotated labels from one point cloud to the other and compute a confusion matrix. Note that this definition of correspondence is not symmetric, “forward” point correspondences from cloud A to cloud B are not in all cases the same as “backward” correspondences from cloud B to cloud A. For each pair, we calculate two intersection-over-union (IoU) values, which indicate negligible differences between forward and backward matching, an overall disagreement <3%, and a maximum label disagreement for the worst class (low vegetation) of <5%; see Figure 7b. Obviously, no correspondences between asynchronously acquired scans can be found on moving objects, so we ignored the class scanning artifacts in the evaluation.

Conclusions and Outlook
The semantics3D.net benchmark provides a large set of high quality, individual terrestrial laser scans with over 4 billion manually annotated points and a standardized evaluation framework. The data set has been published recently and the first results have been submitted. These already show that deep learning, and in particular, appropriately adapted and well-engineered CNNs, outperform the leading conventional approaches, such as our covariance baseline, on large 3D laser scans. Interestingly, both top-performing methods SnapNet and HarrisNet are no true 3D-CNN approaches in the sense that they do not process 3D data directly. Both methods cast semantic point cloud segmentation as a 2D image labeling problem. This leaves room for methods that directly work in 3D, and we hope to see more submissions of this kind in the future. We are confident that, as more submissions appear, the benchmark will enable objective comparisons and yield new insights into strengths and weaknesses of different classification approaches for point clouds, and that the common test bed can help to guide future research efforts. We hope that the benchmark meets the needs of the research community and becomes a central resource for the development of new, more efficient and more accurate methods for semantic data interpretation in 3D space.
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Abstract
Persistent scatterer interferometry (PSI) detects and analyses PS points from multitemporal SAR images for scene deformation monitoring. We propose a novel technique to identify disappearing and emerging PS points, which are regarded as building changes in cities. A spatiotemporal analysis is implemented as both spatial position and occurrence time are obtained for each change point. We first estimate each pixel's temporal coherences in different image subsets. Computed from temporal coherences, a change index sequence is introduced to quantify each pixel's probabilities of being change points at different times. All pixels' change indices are then utilized to extract change points by a global, automatic, and statistical-based scheme. We then eliminate blunders by a spatial filtering. Finally, the occurrence times of the change points are detected based on the temporal variation in their change index sequences. We implement a simulated data test to validate and assess our method. Using TerraSAR-X images, our real data test successfufly recognizes steadily, disappearing, and emerging buildings in Berlin, Germany within 2013.

Introduction
The continuous rise in population and economic growth has led to urbanization across the world coming along with frequent building changes, e.g., construction, in a built-up environment. Monitoring such changes is important for city management, urban planning, updating of cadastral maps, etc. (Gamba, 2013; Marin et al., 2015). Remote sensing offers a fast and cost-effective mapping of large areas compared with conventional field surveys. Particularly, spaceborne synthetic aperture radar (SAR) sensors provide radar images captured rapidly over vast areas at fine spatiotemporal resolution. The SAR sensors are weather independent and have a day-and-night vision ability, which guarantees images with a high temporal density. These capabilities make SAR suitable for monitoring events.

Many time series analysis methods using multitemporal SAR images have been proposed for urban monitoring. For instance, persistent scatterer interferometry (PSI) (Costantini et al., 2008; Crosetto et al., 2005 and 2016; Ferretti et al., 2000, 2001, and 2011; Hooper et al., 2004; Kamps et al., 2011) detects permanent scatterer (PS) points, which are characterized by strong, stable, and coherent radar signals throughout a SAR image sequence. In principle, PSI eventually derives for each PS a set of attributes, such as temporal coherence, line-of-sight (LoS) velocity (mm/year level), topography height, and geographic position. These attributes are then used for scene monitoring. A signal sequence of a PS point is modeled to maintain coherence during the entire acquisition period of a SAR image stack. Accordingly, a scene of interest covered with PS points is assumed to be steady and free of big changes. For example, PSI works well in monitoring of built-up cities because the regular and stationary substructures of buildings cause high PS density. However, if the substructures or even entire buildings disappear due to construction, the corresponding semi-PS points are discarded in the initial screening of PSI processing. In other words, big changes cannot be revealed by common PSI.

Some previous works (Ansari et al., 2014; Bricc and Adam, 2013; Ferretti et al., 2003; Novali et al., 2004) aim at detecting semi-PS points, which disappear or emerge at arbitrary times, by looking for abrupt amplitude changes of pixels along SAR image stack. Indeed, the amplitude-based thresholding methods (Adam et al., 2003; Crosetto et al., 2003; Ferretti et al., 2001; Lyons and Sandwell, 2003; Werner et al., 2003) are commonly used to choose PS candidates, e.g., by means of amplitude dispersion (Ferretti et al., 2001). Here, high and stable amplitudes indicate potential PS points. However, we might miss those low-amplitude PS points even their signals are permanently coherent and stable. Consequently, low-amplitude semi-PS points cannot be recognized either. To avoid such loss, an alternative strategy (Hooper et al., 2004) exploits temporal coherence, an indicator of temporal phase stability, for PS identification. This strategy is adapted and extended in our method for change detection.

In this study, we propose spatiotemporal change detection based on PSI to detect disappearing and emerging semi-PS points along with their occurrence times. The term “spatiotemporal” refers to changes that occur over geographical space and are detected over time. We distinguish and label these two scenarios as disappearing big change (DBC) and emerging big change (EBC) points. To begin with, multitemporal SAR images are divided into several subsets by a sequence of break dates (bd). The temporal coherence of each pixel in an image set is estimated using a standard PSI processing. Temporal coherence is modeled to be proportional to phase stability and thus serves as an indicator of a PS point. The key idea of our approach is to derive a change index sequence for each pixel from its temporal coherence estimates spanning different periods. An automatic thresholding is applied to the change indices to determine the final change points. We then eliminate blunders by a spatial filtering, which is a crucial element for a spatiotemporal analysis. Finally, we check the evolution of a change index sequence to identify the probable
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occurrence date of a change point if any. Before getting into the methodological details, we first introduce the PSI processing used in this study.

**Persistent Scatterer Interferometry**

A time series of N complex SAR images acquired using the same system parameters is a prerequisite for PSI. Among them, N-1 interferograms are generated based on a master image, which is optimally chosen under small baseline constraint (Berardino et al., 2002; Lanari et al., 2004) to diminish temporal and geometric de-correlations. The interferometric phases are modeled as:

$$\phi^4(x) = \phi^4_{\text{res-topo}}(x) + \phi^4_{\text{mot}}(x) + \phi^4_{\text{APS}}(x) + \phi^4_{\text{noise}}(x)$$  \hspace{1cm} (1)

where x denotes the pixels in the interferograms indexed by \(1, N - 1\)N. The four phase components are interpreted as follows. Topographic error \(\phi^4_{\text{res-topo}}\) which is caused by residual Δh after flattening (Crosetto et al., 2016; Hanssen, 2001; Kampes, 2006) is formulated as:

$$\phi^4_{\text{res-topo}}(x) = \frac{4\pi}{\lambda} \cdot R(x) \cdot \sin[\theta(x)] \cdot \Delta h(x)$$  \hspace{1cm} (2)

where \(B, \lambda, R, \text{and } \theta\) indicate perpendicular baseline, wavelength of SAR signal, slant range between SAR antenna and ground target of x, and look angle of SAR signal. The motion-induced phase \(\phi^4_{\text{mot}}\) is expressed as:

$$\phi^4_{\text{mot}}(x) = \frac{4\pi}{\lambda} \cdot B^4 \cdot \nu(x)$$  \hspace{1cm} (3)

where \(B\) and \(\nu\) denote temporal baseline and LoS velocity, respectively. Both residual topographic height \(\Delta h\) and LoS velocity \(\nu\) are regarded as two unknowns to be solved for each pixel. In contrast, \(\phi^4_{\text{APS}}\), which is caused by atmospheric phase screen (APS) (Zebker et al., 1997), and \(\phi^4_{\text{noise}}\), a sum of de-correlation noise stemming from thermal noise, processing errors, inaccuracy of orbital parameters, temporal and geometric de-correlations, etc. (Kampes, 2006), are treated as phase disturbance.

The optimal estimates of the pixels’ residual topographic error \(\Delta h\) and LoS velocity \(\nu\) are determined using periodogram searching (Ferretti et al., 2001)

$$\arg\max_{\Delta h(x) \text{ and } \nu(x)} \left\{ \gamma_T(x) = \frac{1}{N-1} \sum_{i=1}^{N-1} \exp\left[ i \phi^4_{\text{APS}}(x) - \phi^4_{\text{APS}}(x) \right] \right\}$$  \hspace{1cm} (4)

where argmax denotes an arguments of the maxima, \(\gamma_T\) indicates temporal coherence, and \(\phi^4_{\text{APS}}\) are phase observations. However, the APS disturbance in \(\phi^4_{\text{APS}}\) contaminates the estimates and must be excluded in the second searching to improve the precision. After the first searching, the residual phases calculated as:

$$\phi^4_{\text{res}}(x) = \phi^4_{\text{res-topo}}(x) - \phi^4_{\text{mot}}(x)$$  \hspace{1cm} (5)

are mainly composed of APS-induced phases \(\phi^4_{\text{APS}}\) and noise-induced phases \(\phi^4_{\text{noise}}\). Suppose that the APS phases are spatially correlated but temporally uncorrelated, the spatiotemporal filtering (Ferretti et al., 2000 and 2001) is applied to the residual phases \(\phi^4_{\text{res}}\) to derive the APS phases \(\phi^4_{\text{APS}}\). The periodogram searching is iterated after subtracting \(\phi^4_{\text{APS}}\) from the phase observations \(\phi^4_{\text{ APS}}\). As a result, the estimates’ precisions and temporal coherences should be improved; if not, the whole procedure must be exhaustively checked to solve the problems.

Generally, the coherence estimates in interferometry tend to be biased towards the optimistic side in case of low number of samples (i.e., N) and low true coherences (Bamler and Hartl, 1996; Touzi et al., 1999). Conventionally, for medium-resolution SAR sensors like ERS or Envisat, a minimum stack of 15 images is considered a prerequisite for PSI (Crosetto et al., 2016). For high-resolution sensors even less images can be sufficient (Bovenga et al., 2012). However, to be on the safe side, we later use a least 16 TerraSAR-X images in PSI processing and a rather high threshold of temporal coherence for PS selection. We believe our parameters are sufficient for PSI implementation given an urban scene.

Finally, pixels are selected as PS points if their temporal coherences fulfill a specified threshold while the unselected pixels are discarded. However, those discarded pixels might include change points, which cannot be detected at this stage by PSI. To overcome this shortcoming, we can now turn to our novel methodology.

**Methodology**

**Single-Break-Date Scheme**

We first illustrate the change detection scheme subject to a single break date that big changes occur before or after. More accurate change times can be distinguished later when multi-break-date scheme is conducted. Complete, front, and back SAR image sets are defined from an image series for use in this scheme (Figure 1). The complete set consists of all images. The front and back sets comprise the images taken before and after the break date, respectively. Our aim is to find change points that exist as PS points in the front set but then disappear in the back set and vice versa.

The flowchart (Figure 2) is composed of the persistence, disappearance, and emergence scenarios, in which the
complete, front, and back sets are mainly involved to detect PS, DBC, and EBC points. These three image sets are processed by a standard PSI procedure to generate three temporal coherence images (real values in the range from 0 to 1). The temporal coherence image of the complete set is subtracted from those of the front and back sets to obtain two change index images ranging from −1 to 1. High change indices signify probable change events. The change indices are used to extract the change points. They are jointly analyzed with the PS points, which are selected in the persistence scenario, to exclude two types of outliers. First, if a change label coincides with a PS label, the pixel is labeled as PS considered to be more reliable. Second, two different change labels cannot happen simultaneously. In case of such conflict, the corresponding points are regarded as void points same as the remaining unlabelled pixels. Finally, the PS and change points are combined for further analysis.

**Change Index**
We introduce a change index defined by temporal coherence to quantify each pixel’s probability of being a change point. Our approach assumes that the temporal coherence estimates of a PS point in complete, front, and back sets are approximately the same. In contrast, the temporal coherence of a change point in a front or back set is higher than that in a complete set, which suffers from coherence loss due to big change. Based on these assumptions, the change indices of a pixel x in disappearance (CFI) and emergence (CFE) scenarios are calculated by:

\[
CI^{D}(x) = T^{F}(x) - T^{C}(x) \quad [\text{in R}]
\]

\[
CI^{E}(x) = T^{B}(x) - T^{C}(x) \quad [\text{in R}]
\]

where \(T^{F}, T^{C}, T^{B}\) and \(T^{D}\) denote temporal coherences in complete, front, and back sets. A pixel is more likely to be a DBC or EBC point when \(CI^{F}\) or \(CI^{B}\) more tends towards 1, respectively. In contrast, change indices approximating 0 indicate potential PS points.

**Automatic Thresholding**
Based on change indices, we design a global, automatic, and statistical-based thresholding method to extract change points. Given that no big change occurs, a change index distribution over PS points in disappearance or emergence scenario is assumed to follow a Gaussian distribution:

\[
N(CI_{PS}(x) | \mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left(\frac{-CI_{PS}(x)^{2}}{2\sigma^{2}}\right)
\]

The temporal coherences of each PS point in complete, front, and back sets should be approximately identical. Thus, the mean \(\mu\) of change indices calculated by Equations 6 or 7 is anticipated to be 0. The standard deviation \(\sigma\) indicates an overall PS quality considering two PS scenarios. For instance, high-quality PS points give rise to a narrow and tall curve of change index distribution characterized by \(\mu = 0\) and small \(\sigma\). In contrast to PS points, a change index distribution over change points does not conform to Gaussian because the big changes substantially and arbitrarily alter their temporal coherences between complete, front, and back sets. The significant difference between change index distributions over PS and change points inspired us to design a thresholding technique.

An original change index distribution (Figure 3) is modeled as the sum of a Gaussian curve plus a non-symmetric probability distribution function (large right tail). The Gaussian curve originates from change indices of major PS points; the right tail is caused by high change indices of minor change points. The goal is to automatically determine an optimal change index threshold to extract the change points with as few false points as possible. Our idea is to fit a Gaussian curve characterized by only the PS points without the large right tail. This fitted curve assists in delimiting a dividing line, i.e., a change index threshold, to separate the large right tail from the original curve.

![Figure 3. Examples of original, first fitted, and second fitted curves of change index distribution. 3-sigma value indicates triple standard deviation in second fitted curve.](image)

The Gaussian curve is modeled as:

\[
Frequency(CI(x)) = H_{G} \exp\left(\frac{-(CI(x) - M_{G})^{2}}{2S_{G}^{2}}\right)
\]

where \(H_{G}, M_{G},\) and \(S_{G}\) denote height, mean, and standard deviation. There are two iterations in the curve fitting. The first iteration fits all of the elements (change indices and frequencies) of the original curve (Figure 3) to the Gaussian curve model (Equation 9). The first fitted curve is then estimated by least squares (Teunissen, 2000). However, this curve skews to the right because of the influence from the elements of the large right tail. To diminish this skew, we perform a second iteration: only the elements of the partial first fitted curve, which are bounded within triple the standard deviation (3-sigma value), are used to estimate the second fitted curve. Consequently, the skew vanishes as the second fitted curve is more centered on 0 compared with the first one. We conclude that the second fitted curve is mainly characterized by the PS points and is less affected by the change points.

During the curve fitting process, the 3-sigma value accounts for 99.7 percent of the elements of the first fitted curve. This value is set based on a trade-off between the influences of the PS and change points on the second fitted curve. For example, increasing the sigma value yields a more precise Gaussian bell shape of the second fitted curve characterized by more PS points; however, this curve should skew more to the right because the influence of change points is also augmented. This skewness might result in a non-optimal change index threshold, which leads to more false points. We suggest...
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## Change Date Detection
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![Figure 4. Flowchart of multi-break-date change detection scheme.](image)

**Figure 5. Change index sequence pertaining to disappearance.**

## Simulated Data Test

### Simulation Procedure

We simulated a time series of M interferograms where PS,

DBC, EBC, and void points are randomly generated. First of all,

we assign a stochastic constant phase \( \phi_{\text{sim}} \) to the simulated

phases \( \phi_{\text{sim}} \in [-\pi, \pi] \) of each pixel:

\[
\phi_{\text{sim}}(x) = \phi_{\text{cons}}(x), \text{int} = [1, M]
\]  

(10)

Gaussian phase noise \( \phi_n \) is then added to the simulated phases:

\[
\phi_{\text{sim}}(x) = \phi_{\text{cons}}(x) + \phi_n(x)
\]  

(11)

The temporal coherences of \( \phi_{\text{sim}}(x) \) are calculated by:

\[
\gamma_{T}(x) = \frac{1}{M} \sum_{i=1}^{M} \exp\left(j \cdot \phi_{\text{sim}}(x)\right)
\]  

(12)
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Pixels are selected as PS points if their temporal coherences fulfill a specified threshold. Among them, in case a DBC or EBC point disappears or emerges right after a bd, a series of irregular phases $\varphi_{\text{irr}}^D$ or $\varphi_{\text{irr}}^E$ is added to its simulated phases as:

\[
\varphi_{\text{sim}}^D(x) = \varphi_{\text{cons}}(x) + \varphi_{n}^{D}(x) + \varphi_{\text{irr}}^{D}(x) + \varphi_{\text{int}}^{D} = [bd+1,M] \tag{13}
\]

\[
\varphi_{\text{sim}}^E(x) = \varphi_{\text{cons}}(x) + \varphi_{n}^{E}(x) + \varphi_{\text{irr}}^{E}(x) + \varphi_{\text{int}}^{E} = [1,bd] \tag{14}
\]

respectively. Finally, those pixels without any label are regarded as void points.

**Simulated Data**

We simulated a scene with numerous big changes occurring randomly in time to analyze the performance of our technique. For this purpose, we generated 80 time-series interferograms (500 × 500) containing 58 percent PS, 17 percent DBC, 17 percent EBC, and 8 percent void points. A temporal coherence threshold of 0.8 is used for PS selection. The disappearance and emergence dates are evenly distributed from bd: 31 to 51. One example of a PS point (Figure 6a) shows that its change index sequence is close to 0 with a standard deviation of 0.004. Consequently, all of the initial point labels are PS and thus lead to final PS label. The examples of DBC and EBC points with an occurrence date of bd: 41 are illustrated in Figures 6b and 6c. Some initial void labels occur for two reasons. First, their temporal coherences do not fulfill the threshold of 0.8 necessary for change candidates in disappearance or emergence scenario. Second, their change indices are too low to be labeled as change points. Nevertheless, such void labels among initial point labels are ignored to determine a final point label. The turning points of the change index sequences correspond to the occurrence of bd: 41. This correspondence conforms to our assumption to detect events’ dates.

**Accuracy Assessment**

The confusion matrix (Table 1) demonstrates that the overall accuracy is 99 percent and all of the producer’s and user’s accuracies are better than 99 percent. The only errors are the change points falsely labeled as PS, which result in producer’s accuracies of 99 percent for both change labels and a user’s accuracy of 99 percent for PS. The temporal coherences of these change points in the complete set are still above the threshold by chance. Such erroneous instances might happen especially when the number of SAR images in a front or back set takes only a small part of the entire image stack. The accuracy of the estimated dates of events is assessed by the comparison with the reference (Figure 7). In each disappearance or emergence example, we calculate the mean of the estimated occurrence dates for each reference date. The correlation coefficient of 0.999 demonstrates that our method can detect events’ dates with a considerably high accuracy.

**Real Data Test**

**Data**

The study area (Figure 8) covering the city center in Berlin, Germany, shows many bright clusters of strong signals on buildings that appear to be potential PS and change points. We adopted forty TerraSAR-X images (Table 2) acquired in High Resolution Spotlight mode from 27 October 2010 to 04 September 2014. All of the images were precisely co-registered and resampled into 5,000 × 5,000 grid (ground resolution: 1 m). The thirteen break dates (bd: 16 to 28) were chosen.
Table 2. TerraSAR-X images and break date setup.

<table>
<thead>
<tr>
<th>Acquisition Dates of TSX Images</th>
<th>2010/10/27</th>
<th>2011/08/31</th>
<th>2013/08/26</th>
<th>2014/02/07</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2010/11/18</td>
<td>2011/10/03</td>
<td>2013/09/17</td>
<td>2014/03/01</td>
</tr>
<tr>
<td></td>
<td>2011/01/23</td>
<td>2011/12/30</td>
<td>2013/09/28</td>
<td>2014/03/23</td>
</tr>
<tr>
<td></td>
<td>2011/02/14</td>
<td>2012/01/10</td>
<td>2013/10/20</td>
<td>2014/05/06</td>
</tr>
<tr>
<td></td>
<td>2011/03/08</td>
<td>2012/02/01</td>
<td>2013/10/31</td>
<td>2014/05/28</td>
</tr>
<tr>
<td></td>
<td>2011/03/30</td>
<td>2012/02/12</td>
<td>2013/11/22</td>
<td>2014/06/19</td>
</tr>
<tr>
<td></td>
<td>2011/06/04</td>
<td>2013/06/21</td>
<td>2013/12/03</td>
<td>2014/07/11</td>
</tr>
<tr>
<td></td>
<td>2011/06/15</td>
<td>2013/07/13</td>
<td>2013/12/25</td>
<td>2014/08/02</td>
</tr>
<tr>
<td></td>
<td>2011/07/18</td>
<td>2013/07/24</td>
<td>2014/01/05</td>
<td>2014/08/24</td>
</tr>
<tr>
<td></td>
<td>2011/08/20</td>
<td>2013/08/15</td>
<td>2014/01/16</td>
<td>2014/09/04</td>
</tr>
</tbody>
</table>

Figure 7. Mean of estimated events’ dates versus reference. Correlation coefficient of 0.999 for both change types.

Figure 8. Mean TerraSAR-X image over study area. Patch 1 is used for in-depth analysis.
Figure 9. Aerial images (©Google Earth) over patch 1 (Figure 8) around Berlin Central Station acquired on (a) 12 September 2010, (b) 20 May 2012, and (c, see next page) 05 September 2014. Building change: red, disappearance area; green, emergence area; yellow, hybrid area.
to explore the ground changes within 2013. We compared our results with three Google™ Earth’s aerial images (ground reference) taken on 12 September 2010, 20 May 2012, and 05 September 2014.

Our analysis will focus on patch 1 (Figure 9) around Berlin Central Station where various construction activities have taken place. The buildings in disappearance areas (red) 1 to 8 were demolished after September 2010. Therefore, we expect dense DBC points to be detected inside these areas. We identify some new buildings in emergence areas 1 (green) to 3 where EBC points are anticipated on the newly-built substructures. The building changes in hybrid areas 1 to 4 (yellow) cannot be attributed entirely to either disappearance or emergence. Two different buildings are present in hybrid area 1 on 12 September 2010 and 05 September 2014, respectively. A similar case is also found in hybrid area 4. Our method is able to tell what happened in 2013. We observe renovation activities in hybrid area 2 where different point labels are supposed to be detected. The headquarters of the Federal Intelligence Service was built in hybrid area 3 starting in October 2006. Our aim is to monitor the construction progress in detail to find out where substructures were removed or constructed and when these changes occurred.

**Single-Break-Date Result**

We introduce a single-break-date result subject to the break date between 12 February 2012 and 21 June 2013 (bd: 16, Table 2) to demonstrate how to detect change points based on change indices. The change indices of the PS points, which pertain to the front set in the disappearance scenario, indicate their probabilities of being DBC points (Figure 10a). Those buildings highlighted by high change indices were more likely to be demolished close to or after the break date. The original curve of the change index distribution consists of a Gaussian curve and a large right tail, which are supposed to be caused by PS and DBC points, respectively (Figure 10b). The change index threshold of 0.136, calculated as triple the standard deviation of the fitted Gaussian curve, is adopted for DBC detection. Similarly, EBC points can be extracted using the change indices computed in the emergence scenario (Figure 11). We can recognize the disappearing and emerging structures in the change detection result (Figure 12). Overall, the result within patch 1 (Figure 13) conforms to the ground reference (Figure 9). However, the accurate occurrence times are still unknown, which is the main limitation of the single-break-date scheme. To overcome this weakness, we then consider the multi-break-date result in the next section.

**Multi-Break-Date Result**

The spatiotemporal change detection result (Figure 14) reveals where the changed structures are along with their occurrence times. Compared with the single-break-date result (Figure 12), the numbers of the DBC and EBC points are increased by 111 percent and 276 percent. Examples of DBC and EBC points are illustrated in Figures 15 and 16. Their characteristics are consistent with our methodological assumptions. The results in patch 1 (Figure 17) correspond to the ground reference (Figure 9). The buildings in disappearance areas 1 and 3 to 7 were demolished by the middle break date, followed by those in areas 2 and 8. For example, in area 2, the building...
Figure 10. Disappearance scenario: (a) change index image; and (b) original and fitted curves of change index distribution.
Figure 11. Emergence scenario: (a) change index image; and (b) original and fitted curves of change index distribution.
existed on 20 May 2012 and was completely demolished before 05 September 2014. This fact verifies our finding from the result that the substructures disappeared gradually after the middle break date. Emergence area 1 reveals a new building erected in early 2013. The ground reference shows that part of this building had been constructed on 20 May 2012 and the remainder should be completed soon after. In emergence area 2, two new apartments on the right side appeared on 20 May 2012, which leads to the EBC points found on the early dates. In contrast, the EBC points on the third new apartment, which appeared on 05 September 2014, occurred later. Emergence area 3 shows that only parts of the new office building had been constructed by the end of 2013. An early-built building is present in hybrid area 1. Hybrid area 2 provides the renovation information that certain substructures were removed or added during the second half of the break dates. The results in hybrid area 3 illustrate an example of construction progress monitoring with detailed change information. The building-shaped pattern of the dense EBC points indicates that the main building structure had been constructed in early 2013 and then other substructures were added to it over time. In addition, we also observe some disappearing substructures. They are considered to be the construction materials on the facades and foundations that were removed or covered in the early stage. Finally, the building in hybrid area 4 was demolished after the middle break date.

Comparison with Ratio Change Detection

We compared our technique with the conventional ratio change detection (Rignot and van Zyl, 1993) to underline its advantages. For this analysis, we chose the two images acquired on 12 February 2012 and 21 June 2013 (Table 2), respectively. During this period many construction activities took place. The data were converted into intensity images, which were then divided by each other, and the result was expressed in dB. The ratio values of unchanged objects concentrate at 0 as a Gaussian distribution; in contrast, those of changed objects tend towards positives and negatives. Finally, we adopted Otsu thresholding (Otsu, 1979) to extract changes. We focus our comparison and analysis on patch 1 (Figure 17). The ratio image (Figure 18a) manifests the potential changes highlighted in black and red. Among the detected...
changes (Figure 18b) we can identify indeed clusters which are caused by change of interest, i.e., construction activities. However, in addition we observe all over the scene salt-and-pepper responses above threshold, which seem to stem from issues like speckle or noise. Both types of results are kind of superimposed in the detected changes, leading to difficulty in interpretation. In a second experiment, we preprocessed the intensity images by speckle suppression based on refined Lee filter (Lee, 1981) of size $5 \times 5$. As a result, the changes due to construction (Figure 19) can be more clearly identified now; however, false alarms, in particular noise, still dominate the result. Finally, we applied multi-looking by a factor of 100 to diminish both speckle and noise in the intensity images. As a result, most false alarms were eliminated (Figure 20). Nevertheless, we certainly also lose spatial details. Last, but not least, different change types cannot be easily distinguished from a ratio image.

Those problems mentioned above exist not only for ratio change detection but also for other incoherent approaches. The strategy of our method looks for disappearance and emergence of PS points. Therefore, we only deal with building changes and disregard other change types, speckle, and noise. Our technique also benefits from high-resolution SAR images to detect detailed changes in a more accurate way.

**Comparison with Amplitude-Based Semi-PS Method**

We implemented the amplitude-based method (Ferretti et al., 2003) for comparison with our approach. The overall result (Figure 21) displays the change points detected among the thirteen break dates (Table 2). The number of these change points is remarkably less than those (Figure 14a) identified by our new technique, which leads to 223 percent and 498 percent increases for DBC and EBC points. Comparing the patch 1 results (Figures 17a and 22) shows that the amplitude-based result loses partial details or even all of the change structures. For example, most of the EBC points are missing in hybrid area 2, which fails to convey the renovation activity. In summary, our approach working on phase information has proven capable of detecting more change points, i.e., more comprehensive information.

**Conclusions**

We propose a spatiotemporal change detection technique capable of detecting spatial big changes along with their occurrence times by using multitemporal SAR images as single-source data. The simulated data test yields accurate spatiotemporal changes. The overall accuracy is 99 percent and all of the producer's
Figure 14. Spatiotemporal change detection result. Patch 1 is used for in-depth analysis. (a) Steady, disappearing, and emerging structures represented by PS (blue, 49868/km²), DBC (red, 19343/km²), and EBC (green, 55509/km²) points. (b) Disappearance and emergence dates: black to red, earliest to latest in 2013.
and user’s accuracies are better than 99 percent. The means of the estimated change dates were compared with the reference dates. The correlation coefficient of 0.999 demonstrates that our method can detect change dates with a considerably high accuracy. We successfully detect the steady, disappearing, and emerging buildings in Berlin, Germany, within 2013 by using a stack of forty TerraSAR-X images. The spatiotemporal change detection result provides detailed information to interpret various change events. Compared with the ratio change detection, our technique is able to target only structural changes and disregard other change types, speckle, and noise. We also demonstrate that more change points can be detected by our method than those by the amplitude-based semi-PS approach.

The proposed approach is particularly suitable for urban monitoring. For example, we can separate destroyed buildings and damaged substructures due to natural disasters, such as earthquake, from other construction activities, which took place before. In the aftermath of the disaster, we could monitor subsequent reconstruction as well. In addition, we can easily adapt our approach based on an alternative time-series SAR interferometry for different purposes. For instance, our technique working on distributed scatterers enables changes on natural objects, such as rocky terrain, to be detected. In practice, the detail level of spatiotemporal changes depends on spatiotemporal resolution of SAR images. In this study, we are able to explore the meter-resolution substructures that disappeared or emerged within, at best, 11 days.

We have four plans for the future. To reinforce our technique, we will test and optimize the statistical model of change index distribution. A possible alternative is a mixture of two Gaussian distributions caused by PS and change points. Second, we will seek a more robust analysis, e.g., maximum likelihood estimator, to identify change points. Third, integration of complementary data, e.g., SAR amplitude images, will be considered to further improve the performance. Finally, we will investigate the accuracy of change detection with respect to temporal coherence threshold, number of images, statistical model, etc.
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Figure 17. Spatiotemporal change detection result within patch 1 (Figure 14). Building change: red, disappearance area; green, emergence area; yellow, hybrid area.
Figure 18. Original example over patch 1 (Figure 8). (a) Ratio image (potential changes towards black and red). (b) Detected changes (white).
Figure 19. Despeckle example over patch 1 (Figure 8). (a) Ratio image (potential changes towards black and red), and (b) Detected changes (white).
Figure 20. Multi-looking example over patch 1 (Figure 8). (a) Ratio image (potential changes towards black and red), and (b) Detected changes (white).


Figure 22. Amplitude-based semi-PS result within patch 1 (Figure 21). Building change: red, disappearance area; green, emergence area; and yellow, hybrid area.
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