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**ANNOUNCEMENTS**

URISA is pleased to announce the results of its 2020 URISA Board of Directors’ election. Brent Jones will serve in the position of President-Elect and Kathryn Brewer, Xan Fredericks, and Steve Steinberg will serve as Directors. They will all begin their three-year terms at the conclusion of GIS-Pro 2020 which will be presented virtually this year.

Brent will serve as President-Elect for one year and his term as President will begin at the conclusion of GIS-Pro 2021.

Newly-elected URISA Board of Directors:
• Kathryn Brewer, GISP, Principal/GIS Project Manager, Spatial Relationships LLC, Boston Massachusetts
• Xan Fredericks, GISP, Lidar Coordinator/Associate National Map Liaison, US Geological Survey, St Petersburg, Florida
• Steven J. Steinberg, Ph.D., MPA, GISP, Geographic Information Officer (GIO), County of Los Angeles, Los Angeles, California

**ACCOMPLISHMENTS**

Atlantic is pleased to announce Nickolas Fusco, PLS, PSM as our most recent addition to the Executive Leadership team. Nick brings decades of proven surveying and engineering experience and will focus on bringing that expertise to all Atlantic clients.

“I am so excited for Nick to join the Atlantic Team,” said Dennis Hall, Atlantic’s Vice President of Business Development. “Nick’s 45+ years of experience in the geospatial industry will be invaluable to our team. I believe his experience and licensure in the surveying field will open doors to us and will expand our service offering to our clients. We are looking forward to leveraging his extensive experience with the US Army Corps of Engineers and State Departments of Transportation to further build our clientele.”

For more information, please visit www.atlantic.tech.

**EQUIPMENT & TECHNOLOGY**

SPECTRAL EVOLUTION provides portable spectroradiometers that can be used to take albedo measurements in the field. Spectroradiometers include the SR-6500, RS-8800, RS-5400, PSR+, RS-3500 and PSR-1100f. These spectroradiometers and FOV lenses are calibrated to NIST standards for absolute radiance measurements. Using a calibrated straight or right angle diffuser, a spectra of the downwelling irradiance can be accurately measured.

Albedo is a measurement of the electromagnetic solar radiation reflected by the earth’s surface divided by the radiation incident on its surface. It is a fraction of the incident sunlight that a surface reflects. Albedo has a value from zero to one, with zero being a black totally absorbing surface and one being a mirror-like completely reflecting surface. Bright earth albedos like snow, clouds and ice have albedos ranging from 50% to 90% while dark surfaces such as asphalt roads, dark soils and forests have albedos ranging from 5% to 20%.

For more information on measuring albedo, visit: https://spectralevolution.com/applications/remote-sensing/measuring-albedo-with-a-field-spectroradiometer/.

The SPECTRAL EVOLUTION RS-8800 field spectroradiometer now works with a wide range of our accessories for in situ measurements for remote sensing applications.

The RS-8800 is uniquely equipped with SPECTRAL EVOLUTION’S Sensaprobe™ grip which features a tilt angle sensor, auto-rangefinder and camera to automatically photograph and record field of view of scanned image displayed on your personal cell phone. This unique capability provides researchers with a convenient way to see exactly what they are measuring.

The RS-8800 field spectroradiometer is a full range (350-2500nm) high resolution/high sensitivity system including an Internet of Things (IoT) operating system that allows you to operate the system by iPhone, Android device, or tablet.

The RS-8800 uses its IoT operating system to control our accessories so that any user can get consistent scans. The IoT uses a WiFi network accessed by an Android device, iPhone or tablet for controlling the system and downloading data stored on the instrument.

For more information visit: https://spectralevolution.com/products/hardware/field-portable-spectroradiometers-for-remote-sensing/rs-8800-remote-sensing-bundle/

**CALENDAR**

• 28 January - 4 February 2021, 43rd COSPAR Scientific Assembly, Sydney, Australia. For more information, visit https://www.cospar2020.org/.
• 7-11 June 2021, URISA GIS Leadership Academy, Minneapolis, Minnesota. For more information, visit www.urisa.org/education-events/urisa-gis-leadership-academy/.
• 16-20 August 2021, URISA GIS Leadership Academy, Portland, Oregon. For more information, visit https://www.urisa.org/education-events/urisa-gis-leadership-academy/.
• 8-12 November 2021, URISA GIS Leadership Academy, St. Petersburg, Florida. For more information, visit www.urisa.org/education-events/urisa-gis-leadership-academy/.
• 23-25 April 2021, GISTAM 2021, Prague, Czech Republic. For more information, visit www.gistam.org/.
609 Uncertainty of Forested Wetland Maps Derived from Aerial Photography
Stephen P Prisley, Jeffery A. Turner, Mark J. Brown, Erik Schilling, and Samuel G. Lambert

Forested wetlands (FWs) are economically and environmentally important, so monitoring of change is done using remote sensing by several U.S. federal programs. To better understand classification and delineation uncertainties in FW maps, we assessed agreement between National Wetlands Inventory maps based on aerial photography and field determinations at over 16 000 Forest Inventory and Analysis plots.

619 Weighted Spherical Sampling of Point Clouds for Forested Scenes
Alex Fafard, Ali Rouzbeh Kargar, and Jan van Aardt

Terrestrial laser scanning systems are characterized by a sampling pattern which varies in point density across the hemisphere. Additionally, close objects are over-sampled relative to objects that are farther away. These two effects compound to potentially bias the three-dimensional statistics of measured scenes. Previous methods of sampling have resulted in a loss of structural coherence. In this article, a method of sampling is proposed to optimally sample points while preserving the structure of a scene.

627 Redefining the Directional-Hemispherical Reflectance and Transmittance of Needle-Shaped Leaves to Address Issues in Their Existing Measurement Methods
Jun Wang, Jing M. Chen, Lian Feng, Jianhui Xu, and Feifei Zhang

The directional-hemispherical reflectance and transmittance of needle-shaped leaves are redefined in this study. We suggest that the reflected and transmitted radiation of a leaf should be distinguished by the illuminated and shaded leaf surfaces rather than the usual separation of the two hemispheres by a plane perpendicular to the incoming radiation.

643 Pavement Macrotexture Determination Using Multi-View Smartphone Images
Xiangxi Tian, Yong Xu, Fulu Wei, Oguz Gungor, Zhixin Li, Ce Wang, Shuo Li, and Jie Shan

Pavement macrotexture contributes greatly to road surface friction, which in turn plays a vital role in reducing road accidents. Conventional methods for macrotexture measurement are either expensive, time-consuming, or of poor repeatability. Based on multi-view smartphone images collected in situ, this paper develops and evaluates an affordable and convenient alternative approach for pavement macrotexture measurement. We demonstrate multi-view smartphone images can yield results comparable to the ones from the conventional laser texture scanner. It is expected that the developed approach can be adopted for large scale operational uses.
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In 1750, around the time the Little Ice Age reached its maximum, Glacier Bay in southeast Alaska was entirely filled with ice. When Captain George Vancouver sailed there in 1795, the glacial ice had pulled back to expose five miles of the bay—all part of a tidewater glacier’s natural life cycle of advance and retreat. By the time naturalist John Muir explored and documented the region in 1879, the ice front had retreated 45 miles.

Today, the ice has retreated more than 60 miles (100 kilometers), and most vestiges of the original glacier now terminate on land. Just a handful of glaciers still flow into Glacier Bay and dispense icebergs—a type of glacier known as “tidewater glaciers.” Only one—McBride Glacier—still flows into the bay’s East Arm. The past few decades of glacial retreat are visible in the cover image, acquired on September 6, 1988, with Landsat 5, and the image above, acquired on September 17, 2019, with Landsat 8. Snow and ice are blue in these false-color images, which use different wavelengths to better differentiate areas of ice, rock, and vegetation.

Muir Inlet, Glacier Bay, and the surrounding land are part of Glacier Bay National Park. Around the time the park was established in 1980, most visitors viewed its glaciers from the vantage point of the water, where tidewater glaciers dropped huge slabs of ice into the bay. But the retreating glaciers, many of which now terminate on land, have changed how visitors experience the park.

“Recent retreat has been influenced by rapidly warming air and water temperatures,” said Andrew Bliss, a glaciologist with the National Park Service. “In the East Arm, all of the glaciers are retreating; in the West Arm, a few glaciers are stable or advancing slightly.”

One of the most notable retreats has occurred at Muir Glacier, which lost its tidewater terminus. That is, the glacier now ends on land instead of the water, where it once calved some of the park’s most impressive icebergs.

“This retreat caused a major change in visitation patterns,” said Tania Lewis, a wildlife biologist and research coordinator at the park. Prior to the late 1980s, Muir Glacier was the main destination for visitors who wanted to view calving glaciers, icebergs, and the bay’s wildlife.

Southeast of Muir Glacier, McBride is the last tidewater glacier in the bay’s East Arm and the only remaining source of icebergs in this part of the bay. But that glacier is continuing to retreat. In 1998, Lewis spent six weeks near the terminus of McBride Glacier, where she studied harbor seals. “At that time, the inlet was only about a mile long and usually full of ice on which harbor seals-hauled out, gave birth, and nursed their pups,” Lewis said.

The inlet leading to McBride Glacier now measures more than three miles long. “I went into McBride Inlet again last summer for the first time in over 10 years and was blown away by how far back it was, and how long the newly exposed inlet is,” Lewis said. During that visit she saw one large iceberg with some harbor seals on it. “Once McBride Glacier is grounded and is no longer tidewater, there will be no ice habitat left for seals in Muir Inlet.”

The changes to the park’s tidewater glaciers are dramatic, providing visitors and scientists with a stark view of how ecosystems respond to ice retreat and a changing climate.

For more information or to see both images in their entirety, visit https://landsat.visibleearth.nasa.gov/view.php?id=147171.
Dr. Abdullah: First of all, it is always good to hear from a former student. As for your question, whether there is a need for breaklines is a controversial issue among users within the geospatial community. Breaklines were originally developed to ensure the accurate modeling of a terrain surface where sparsely compiled mass points (3D points collected by a stereo compiler using photogrammetric mapping principles) may result in the inaccurate representation of abrupt changes in terrain. Before lidar and digital photogrammetry, all topographic maps were created through a manual process using stereo photogrammetry. This process was time-consuming, expensive and did not always result in an accurate terrain model, since it depended on the thoroughness of the compilers and the quality of their stereo vision. The introduction of the breaklines concept was a genius approach at the time because we could not afford to model the terrain with a dense enough network of mass points, i.e. collecting a mass point every one meter along the terrain, to accurately depict all details on the ground. Over the last two decades, lidar has alleviated the geospatial mapping community’s main concern about the density of mass points and its ability to accurately model the terrain. These days, aerial lidar is collected at densities ranging from 2 points per square meter (USGS QL2) to hundreds of points per square meter, while a terrestrial or mobile lidar system can acquire data with a density of thousands of points per square meter. However, 30 years after the introduction of lidar, some factions of the industry are still hooked on the idea of collecting breaklines to augment dense lidar data. This outdated practice continued even when the data acquired using mobile lidar resulted in a point cloud with a density of thousands of points per square meter. Breaklines are used today in several other geospatial applications, including hydro enforcement, transportation engineering and to avoid some anomalies during the ortho-rectification process. The need for breaklines in those applications can be eliminated if software companies would devise solutions based on artificial intelligence (AI), machine learning and deep learning algorithms that utilize the computational power of the processing machine, AI-based algorithms and the richness of lidar data.

“The introduction of the breaklines concept was a genius approach at the time because we could not afford to model the terrain with a dense enough network of mass points.”

Nathan Mangsen, Mangsen Mapping
lidar intensity images, and the natural color imagery from the RGB cameras). As an industry, we need to exert some pressure on the leading software manufacturers who are providing the industry with 3D modeling and road design packages. Their software is used by all state departments of transportation (DOTs) for road planning and design. Their software requires the user to provide breaklines to represent road centerlines, road edges, roadbeds, curbs and gutters, sidewalks, shoulders, tops of endwalls, tops of slopes, ditch bottoms, etc. For transportation projects, mobile lidar is usually used to create point clouds with a density estimated to be from 2,000 to 6,000 points per square meter. With this kind of dense points cloud, the software should be smart enough to find road crown, slopes, edges, etc. without relying on any manually compiled information. The question for the software developers is what could define the terrain details better than the information provided by 6,000 points (each with accurate X,Y,Z) per square meter and sub-centimeter resolution colored imagery? Currently, many users of these road design software packages acquire mobile lidar data with thousands of points per square meter, create breaklines from it, then decimate the point clouds to a 5-foot grid to be able to ingest it into the software. This practice is wasteful for two reasons: First, mobile lidar data acquired with a density of thousands of points per square meter is being decimated to 5-foot grid; and second, manually extracting breaklines, as mentioned above, is time-consuming and costly.

There is no justifiable reason for using breaklines, especially with dense lidar data. The lack of innovation by some leading software companies is crippling the industry and limiting the utilization and benefits of lidar data. I hope algorithms and AI-based software will soon advance in a way to help us to unleash the power of lidar data and eliminate or minimize unnecessary laborious tasks such as these. The breakline concept was created decades ago to suit that era of mapping technologies. Breaklines should have no place in our mapping practices today since lidar can provide us with the most accurate and most thorough way to model the terrain.

I hope this answers your question. For further reference, the Florida DOT manual for surveying and mapping provides excellent information about the requirements and guidelines for breaklines.

**Dr. Abdullah is Vice President and Chief Scientist at Woolpert, Inc. He is also adjunct professor at Penn State and the University of Maryland Baltimore County. Dr. Abdullah is ASPRS fellow and the recipient of the ASPRS Life Time Achievement Award and the Fairchild Photogrammetric Award.**

The contents of this column reflect the views of the author, who is responsible for the facts and accuracy of the data presented herein. The contents do not necessarily reflect the official views or policies of the American Society for Photogrammetry and Remote Sensing, Woolpert, Inc., NOAA Hydrographic Services Review Panel (HSRP), Penn State, and/or the University of Maryland Baltimore County.
Order Does Not Matter for LAStools

For most of us with any programming experience, especially old FORTRAN programmers, we know that programming languages are carefully structured and the order of instructions in a program really matters. Getting things out of order may produce unexpected results. Rules, like using parenthesis around operators, as in converting angular coordinates into their decimal equivalents:

$$\text{Latitude} = ((\text{Degrees}) + (\text{Minutes}/60) + (\text{Seconds}/3600))$$
to ensure that operations are performed and grouped in the expected order are typically observed. Arguments for instructions are expected to follow a certain order otherwise the instruction may error (or go into that infinite loop). The same is generally true for Python scripting.

Here at Dewberry, we make use of a several commercial, off the shelf software tools when processing lidar data, but we usually customize them to our specific needs. The customization usually entails calling them from custom scripts, most of which are written in the Python programming language. Because LAStools (rapidlasso GmbH: https://rapidlasso.com/las2las/) contains numerous independent executable files, LAStools presents Dewberry the ideal opportunity to construct custom lidar processing Python scripts.

We have noticed that LAStools uses a syntax structure for Python scripting that is less demanding than most that we have previously encountered. Unlike Python interpreters, such as Arcpy (packaged with the Esri ArcGIS/ArcGISPro suite) which expects arguments to be given in a set order and separated by commas, LAStools accepts arguments in essentially any order and separated by spaces. While this feature of LAStools is well documented on the University of North Carolina LAStools page (https://www.cs.unc.edu/~isenburg/lastools/) it is a bit difficult to find. So, below is an example of a LAStools command from a recent project that reclasses points with return number 0 from any ASPRS point class to ASPRS Class 42.

```
lastoolspath\las2las -i *.las -keep_return 0 -filtered_transform -set_extended_classification 42 -odix_reclass -olas -cores 8
```

Without previous knowledge, the code above doesn’t make a ton of sense. This statement specifies the following:

- **keep_return 0**: Filters point records with a return number of 0
- **filtered_transform**: Sets the filtered point records as the points to be manipulated
- **set_extended_classification 42**: Reclassifies the filtered points to ASPRS Class 42
- **odix_reclass**: Sets the output file name as the input name plus “_reclass”
- **olas**: Output file as LAS
- **cores 8**: use 8 computer cores for processing

The above code could also be input and successfully run as follows:

```
las2las -i *.las -filtered_transform -olas -set_extended_classification 42 -cores 8 -keep_return 0 -odix_reclass
```

Figure 1. Synthetic (Return number zero) points have been erroneously assigned to ASPRS Class 45- (Green points) in this profile showing ONLY Class 45 points)
And there you have it, two LAStools Python scripts that produce the same results, but with the arguments in a different order.

**Matt Bauld** and **Al Karlin, Ph.D., CMS-L, GISP** are with Dewberry’s Geospatial and Technology Services group in Tampa, FL. Matt is a Geospatial Analyst who works primarily with processing topobathymetric lidar and constructing lidar-derived DEMs and breaklines. As a Senior Geospatial Scientist, Al works with all aspects of Lidar, remote sensing, photogrammetry, and GIS-related projects.

Figure 2. After running the aforementioned LAStools command, Return number zero points have been properly reclassed to ASPRS Class 42—Synthetic Water Surface (Green points) in this profile showing ONLY Class 42. The Terrascan suite does not currently support reclassification by return number, but this operation is supported in LAStools.

---

The Rising Star program is focused on mentorship of tomorrow’s leaders within ASPRS and the geospatial and remote sensing community. Geospatial companies, agencies, and ASPRS regions can all benefit by participation in the program through the advancement and professional development of their employees or associates through the process of sponsorship.

For more information go to [www.asprs.org/rising-star-program](http://www.asprs.org/rising-star-program).

---

**ASPRS AERIAL DATA CATALOG**

“The ASPRS Aerial Data Catalog is a tool allowing owners of aerial photography to list details and contact information about individual collections. By providing this free and open metadata catalog with no commercial interests, the Data Preservation and Archiving Committee (DPAC) aims to provide a definitive metadata resource for all users in the geospatial community to locate previously unknown imagery.”

1. **USE**

   Use the catalog to browse over 5,000 entries from all 50 states and many countries. Millions of frames from as early as 1924!

2. **SUPPLY**

   Caretakers of collections with, or without metadata, should contact DPAC to add their datasets to the catalog for free!

3. **TELL**

   Spread the word about the catalog! New users and data collections are key to making this a useful tool for the community!

For More Details Contact:

David Ruiz
druiz@quantumspatial.com
510-834-2001

David Day
dday@kasurveys.com
215-677-3119
**Image Processing and Data Analysis with ERDAS IMAGINE** is intended as a step-by-step guide on processing remotely sensed data using ERDAS IMAGINE in an educational setting. Split into fourteen chapters, the guide is organized in a workflow that a student might use during a geospatial research project. While the content is similar to existing software field guides and unpublished sources created by individual university professors or students, this book contains multiple exercises using GIS for easy reference.

The content is grouped into five general areas, interwoven with instructions on using ERDAS IMAGINE, ESRI ArcMap for Desktop, and Quantum GIS (QGIS). The five areas are organized in various chapters; chapters 1 and 2 are on data collection focused on the acquisition of spatial data accompanied by instructions to ingest this data within the three software platforms; chapters 3 and 4 are on image processing that include georectification, orthorectification, and associated transformation and resampling techniques; chapters 6 and 7 are on image display limited to radiometric and spatial image enhancement; chapters 5 and 13 are focused on positional and thematic accuracy assessment separated by their usage within the instructional process; and chapters 8 to 12 and 14 are on image analysis. Review questions are included for each chapter with answers at the back of the book.

The book title places emphasis on ERDAS IMAGINE, but the book has almost equal content on ESRI ArcMap for Desktop and QGIS. These additions are a bonus for the user and should have been reflected in the title.

In Chapter 1, readers are to expect that a section on acquiring data from the LandsatLook Viewer will be included, but it is absent. In addition to acquiring data, this chapter includes instructions on displaying this data using the three geospatial software. The data acquisition information is already outdated, but readers should still be able to figure out where the information has moved or how to obtain similar data from the same websites.

Chapter 2 is the official introduction to the software applications, but software steps introduced in the previous chapter break up this workflow. In addition, the data acquisition steps are repeated, which makes some chapters stand on their own where others require other chapters to continue. The ERDAS steps used may not be the most efficient, but do not alter the outcome. For example, the book continually includes a step to ‘Fit to Frame’ for each image displayed. This step can be eliminated by presetting an option available in “Preferences.” In addition, the remote sensing information relayed is limited or specific to the data the authors used in their exercises. Band Combinations is an example, where the reader would benefit from a table showing common band combinations and some uses of each combination for display and analysis.

Chapters 3 and 4 on georectification and orthorectification could be merged into a single chapter, as the only difference between the ERDAS processes is the incorporation of elevation data. The absence of the information explaining different transformations and resampling techniques, as well as clear best practices in selecting ground control points, is a weak spot in the book. Aside from that, the simple steps in using ERDAS to perform rectifications are clear and useful.

Chapter 5 on Positional Accuracy Assessment is succinct and informative in including an easy to read explanation of Root Mean Square Error (RMSE). Chapters 6 and 7 introduce Radiometric and Spectral Image Enhancements that are concise and beneficial to users. It would further benefit students to know the different types of enhancements outside of the two.
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chapters, showing the distinction between Spectral, Radiometric, and Spatial Enhancements. Chapters 8-14 provide a great compilation of instructions for students to follow in order to digitize using manual photointerpretation in both two and three dimensions, supervised and unsupervised classification, and detailed thematic accuracy assessment, mostly using ERDAS.

The book does not thoroughly explain the underlying basics of evaluating and processing remotely sensed data, creating a potential weak spot that may impact a student’s overall understanding of remote sensing and image processing if used as a stand-alone resource.

In summation, this book serves as an easy how-to guide for new users of ERDAS, as well as for students new to geospatial technology. I appreciate the book’s presentation of detailed step-by-step instructions for commonly used project applications. The book can serve as a reference for getting started, as well as a quick reminder for existing users. Readers will find the exercises useful in understanding how to use ERDAS IMAGINE, ESRI ArcMap for Desktop, QGIS, as well as to compare the similarities and differences between the three software. I am looking forward to future editions stemming from this effort.
Between 2500 and 1500 BC, the Finno-Ugric and proto-Baltic tribes settled on Baltic shores. The closest ethnic relatives of the Latvians are the ancient Prussians, the Galinds, the Jatvings, and the Lithuanians. The first settlers in the territory of Latvia were the Livonians or “Libiesi.” The Livonians were once concentrated in the northern part of Latvia, but today only about 100 individuals speak their ancient language which nevertheless has contributed to a prominent Latvian dialect. By the 12th century, the natives were split into a number of tribal groups, all practicing nature religions. The Knights of the Sword (Livonian Order) were crusaders that forcibly converted Latvia to Christianity in the 13th century. For centuries, Latvia has been under Swedish, Polish, German, and Russian rule. In 1918, Latvia proclaimed independence from Czarist Russia. By 1940, Latvia was occupied by the Soviet Union and was soon overrun by Nazi Germany. Soviet forces reoccupied the country in 1944-45, and Latvia remained under Soviet rule until 1991 when it was admitted into the United Nations. In May 1994, the Latvian National Independence Movement finished first in Latvia’s first post-Soviet local elections; the excommunists fared the worst.

Latvia shares borders with Estonia to the north (343 km), Russia to the east (246 km), Belarus to the southeast (161 km), Lithuania to the south (588 km), and the Baltic Sea and Gulf of Riga to the west comprises a coastline of 498 km. Slightly larger than West Virginia, the country is mostly low coastal plain with the highest point being Gaizinkalns at 312 meters.

Survey activities in Latvia began with Tenner’s first-order network of 1820-32 in Semballen and Courland, and were published by Czarist Russia in 1843 and 1847. Tenner later supplemented his primary net with lower-order stations. The Tenner chains were originally computed on the Walbeck 1819 ellipsoid where the semi-major axis \(a = 6,376,895\) m and \(1/f = 302.7821565\); they were later recomputed on the Bessel 1841 ellipsoid. Between 1878 and 1884, Schulgin further increased the density of lower-order stations in the area originally surveyed by Tenner. However, the majority of these latter station monuments did not survive into the 20th century, and they were ignored by the Russians. The Tenner net in the east did not extend further north than the Sestukalns-Gaizinkalns side, and the Struve primary net extended north from this side through Yuryev and over the Gulf of Finland. The Russian Western Frontier surveys were executed mainly by Yemel’yanov and Nikifirov between 1904 and 1912. These chains formed a major part of the modern (early) 20th century network of Eastern Latvia with some of the first-order stations being old Tenner or Struve stations. This Russian sur-
Deflections of the Vertical in Latvia

Because of the groundbreaking work the University of Latvia’s Institute of Geodesy and Geoinformatics published on their research to develop a one-centimeter geoid model and the invention of a relatively inexpensive Digital Zenith Camera (DZC) by Dr. Ansis Zarins, I traveled to Riga a couple summers ago. LSU’s Center for Geoinformatics had acquired an absolute gravity meter along with a couple relative gravity meters and various related instruments and vehicles with the same objective for the State of Louisiana. Since their DZC only works at night with clear skies for star shots, days were open for the staff to take me around Riga and environs. A major point of interest for me was the origin of the Yuryev II Datum and the General Latvian Triangulation Net Datum Origin is Riga St. Peter’s Church (top of the Riga Church spire).

The Latvian Geodesists then took me inside of the church, and a plaque in the floor of the vestibule, directly under the plumb line of the spire displayed the actual Datum Origin:

By the way, their DZC worked flawlessly, and LSU purchased one for €100K, including training. Our DZC is currently kept busy here in Louisiana observing the deflection of the vertical at all of our GPS CORS sites.
muth to Jelgava Church was adopted for the orientation of the net. Although the Riga Church and Courland values are the same as Scharnhorst value and the azimuth is identical, the coordinates of Jelgava Church vary slightly by 0.002" in each axis. This was due to the scales of the Liepaja and Jelgava bases, which were adopted for the Courland System in preference to the less reliable Scharnhorst scale. This became known as the “Provisional Courland System (datum).” The Provisional Courland System was divided into two Cassini-Soldner Grids: The “Riga System” with its origin at Riga St. Peter’s Church where \( \phi_0 = 56º 56’ 53.919” N \) and \( \lambda_0 = 24º 06’ 31.898” E \) of East of Greenwich, and the “Vardupe System” with its origin at the Provisional Courland station Vardupe where \( \phi_0 = 56º 51’ 32.961” N \) and \( \lambda_0 = 21º 52’ 03.462” E \) East of Greenwich. No false origin was used for either grid. The Provisional Courland System was immediately adjusted and computed before the triangulation of central and east Latvia was completed. This Provisional Courland System was first adjusted within itself and then adjusted to the Latvian part of the Baltic Ring. The lower-order control as far east as 24º 20’ East of Greenwich was adjusted and computed in terms of this system.

The General Latvian Triangulation Net of first-order stations covers practically all of Latvia, including Courland. The lower-order control east of 24º 20’ East of Greenwich was computed in terms of the General Latvian Triangulation Net. Actually, there is a small overlap around 24º 20’ East of Greenwich for which the coordinates of all stations, of all orders, were computed in both the Provisional Courland System and the General Latvian Triangulation Net. The 1924 net was adjusted in stages to fit the following eight bases: Puci-Sarmen Jelgava, Jekabpils-Daborkalns, Garmaniski-Viski, Kangari-Jamilova, Kirbbisi-Akija, Duorno Sielo-Dziedzinka (Polish Base), Arula-Urkaste (Estonian Base), and Liepaja-Paplaka. The chain Puci-Sarmen to Jekabpils-Daborkalns forms the backbone of the modern net from which the adjustment started. The origin of the General Latvian Triangulation Net is Riga St. Peter’s Church (top of the Riga Church spire) where \( \Phi_0 = 56º 56’ 53.919” N \), \( \Lambda_0 = 24º 06’ 31.898” E \) East of Greenwich, and the reference azimuth to Mitau German Church \( \alpha_0 = 215º 24’ 04.38” \). The value for Riga St. Peter’s Church approximates the Dorpat II System (datum). The Latvian control was computed in terms of four Cassini-Soldner Grids. The grid names and the coordinates of the respective origins are as follows: Vardupe Cassini-Soldner Grid where \( \phi_0 = 56º 51’ 32.961” N \) and \( \lambda_0 = 21º 52’ 03.462” E \); the Riga Cassini-Soldner Grid where \( \phi_0 = 56º 56’ 53.919” N \) and \( \lambda_0 = 24º 06’ 31.898” E \); the Gaizinkalns Cassini-Soldner Grid where \( \phi_0 = 56º 52’ 15.031” N \) and \( \lambda_0 = 25º 57’ 34.920” E \); and the Vitolnieki Cassini-Soldner Grid where \( \phi_0 = 56º 40’ 08.447” N \) and \( \lambda_0 = 27º 15’ 12.252” E \). These grid systems cover zones of about 1½’ to 2’ wide, and overlap slightly. The Vardupe Grid is computed from the geographies of the Provisional Courland System, while the Gaizinkalns and Vitolnieki Grid values correspond to the General Latvian Triangulation Net. The Riga Cassini-Soldner Grid coordinates are computed from both the Provisional Courland System geometries and the General Latvian Triangulation Net. However, care is taken in the Latvian “Trig” Lists to show from which geodetic system the Riga Cassini-Soldner coordinates are computed.

During these inter-war years, the Russians were also actively recomputing their survey information in the Baltic states. Prior to 1932 the Russian horizontal control of the Baltic States was always referenced to Dorpat Observatory at Tartu in Estonia. In 1932 the Russians set up Pulkovo Observatory 1932 as their horizontal datum and origin reference to the Bessel 1841 ellipsoid, and later revised this to Pulkovo 1942, now properly termed “System 42” (datum) referenced to the Krassovsky 1940 ellipsoid.

Thanks to E.A. Early of the U.S. Army Map Service, “In 1942 the German Army undertook the conversion of the Latvian Soldner coordinates to DHG Pulkovo.” (Deutches Heeres Gitter – German Army Grid) “The first phase of the conversion embodied the change of projection from Soldner to Gauss-Krüger. The Latvian Geodetic Engineer Mensin set up formulas and tables to convert the four Latvian Soldner systems to the German Gauss-Krüger system. However, upon checking these formulas at the boundaries of the Soldner systems, inadmissible gaps were discovered. Mensin’s formulas were then abandoned and new ones were derived following the method given in Jordan-Eggert’s Handbuch der Vermessungskunde. Since there were no reliable geodetic connections to the Pulkovo system available at that time, the conversion of the Latvian system to the Pulkovo 1932 system could only be approximated. The value of the datum point of the general Latvian triangulation net approximates the Dorpat II system value. The necessary formulas converting Dorpat II system values to the Pulkovo 1932 system were available in the official Russian work of Brigade Engineer O. A. Sergjew, Making and Editing of Military Maps, Moscow 1939. In the absence of better data, these formulas were taken as a basis for the conversion to Pulkovo 1932 datum. The German Preliminary DHG Pulkovo 1932 coordinates resulting from this conversion were published in the form of Ausgabe Koordinatenkartei by the Kriegs-Karten und Vermessungsamt Riga, in 1943.

In 1943 extensive surveys were executed along the Latvian-Russian border for the final connection of the Latvian triangulation with the Pulkovo system. At the conclusion of these surveys, the Latvian system (already in terms of the preliminary DHG Pulkovo 1932 system) was converted to the Pulkovo 1932 system by a rigidfield adjustment. The Russian Pulkovo 1932 system coordinates used in this adjustment were taken from Russian Catalogs. As a consequence of this adjustment, new conversion constants were computed to convert from the four Latvian Soldner systems to the Final DHG Pulkovo 1932 system. As mentioned previously, the triangulation of Latvia is not completely uniform, since the triangulation in Courland is based on the Provisional Courland System adjustment. Only the first-order stations in Courland are available in terms of the General Latvian Triangulation Net. The lower-order trig in Courland was con-
verted from the Provisional Courland System to the General Latvian Triangulation Net by a graphical adjustment (triangle by triangle) based on the comparison of first-order values. After the lower-order trig in Courland was converted to terms of the General Latvian Triangulation Net, the Final DHG Pulkovo 1932 coordinate for all Latvia were computed. These coordinates were published in 1943 as a second edition Ausgabe Endwerte Koordinatenkartei by the Kriegs-Karten und Vermessungsamt, Riga. In the Fall of 1944 the publication of the Koordinaten-Verzeichnis (trig books) was begun. The coverage of these books is scanty. Also, it is noted that there are differences of up to a meter, at some stations, between the Koordinaten-Verzeichnis values and those from the second edition Koordinatenkartei. Is appears that this difference is accounted for by the fact that some of the Latvian traverse points (as included in the second edition Koordinatenkartei) were resurveyed by the German Army and consequently were listed in the Koordinaten-Verzeichnis books by the German Survey values.” To convert from DHG Pulkovo 1932 Datum Grid coordinates to European Datum 1950 coordinates on the UTM Grid, zone 34, use the following: (UTM Northing) = 0.9996056758 * (DHG Northing) + 0.0001776163 * (DHG Easting) + 828.01, and (UTM Easting) = 0.9996056758 * (DHG Easting) + 0.000176163 * (DHG Northing) + 365.98. The NIMA published values for that general region of Europe from European Datum 1950 to WGS 84 are ∆X = –87m ±3m, ∆Y = –95m ±3m, and ∆Z = –120m ±3m. The NIMA published values for System 42 Datum (in Latvia) to the WGS 84 Datum are ∆X = +24m ±2m, ∆Y = –124m ±2m, and ∆Z = –82m ±2m.

**UPDATE**

“(The) origin of Latvian Coordinate System LKS-92 definition was based on two GNSS campaigns in 1992 and 2003. There are two continuously operating reference networks in Latvia: LatPos and EUPOS® -Riga. GNSS stations of these networks have fixed coordinate values in LKS-92. At the Institute of Geodesy and Geoinformatics of the University of Latvia both LatPos and EUPOS® -Riga station daily coordinate values are calculated. The coordinate differences between epochs 1989.0 and 2018.5 were obtained for LatPos and EUPOS® -Riga stations, expressed in ITRF14. ITRF reflects the motion of Eurasian plate in global frame of the Earth and ETRF89 system reflects the intraplate motion. Mean yearly coordinate components in ITRF89 were analysed. Comparison of LatPos and EUPOS® -Riga station coordinate components in ETRF89, LKS-92 and ETRF2000 coordinate systems was performed. Future of Latvian coordinate system LKS-92 is discussed.” Baltic J. Modern Computing, Vol. 7 (2019), No. 4, 513-524 https://doi.org/10.22364/bjmc.2019.7.4.05

According to the decision of IAG Reference Frame Sub-committee for Europe (EUREF) the EVRF2007 solution as the vertical reference has to be deployed in EU countries. The new height system LAS-2000,5 had been enacted as the European Vertical Reference System’s EVRF2007 realization in Latvia and the new geoid model LV’14 had been introduced by Latvian authority Latvian Geospatial Information Agency. However, the appreciation of the quality of quasi-geoid model LV’14 is rather contradictory among the users in Latvia. The independent estimate and comparison of the two Latvian geoid models developed till now has been performed by the Institute of Geodesy and Geoinformatics. Previous geoid model LV98 which was developed for Baltic-1977 height system almost 20 years ago is outdated now. Preparatory actions described in order to fulfill the task of comparison the geoids in two different height systems. The equations and transformation parameters are presented in this article for the normal height conversion from Baltic-1977 height system to the Latvian realization named LAS-2000,5.”


The contents of this column reflect the views of the author, who is responsible for the facts and accuracy of the data presented herein. The contents do not necessarily reflect the official views or policies of the American Society for Photogrammetry and Remote Sensing and/or the Louisiana State University Center for GeoInformatics (C3G).

This column was previously published in PE&RS.
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**Too young to drive the car? Perhaps!**

**But not too young to be curious about geospatial sciences.**

The ASPRS Foundation was established to advance the understanding and use of spatial data for the betterment of humankind. The Foundation provides grants, scholarships, loans and other forms of aid to individuals or organizations pursuing knowledge of imaging and geospatial information science and technology, and their applications across the scientific, governmental, and commercial sectors.

Support the Foundation, because when he is ready so will we. [asprsfoundation.org/donate](https://asprsfoundation.org/donate)
GREETINGS FROM THE ASPRS STUDENT ADVISORY COUNCIL (SAC)!

At SAC we are engaging the broader ASPRS Chapter community to become part of the SAC community network by inviting chapter presidents to our weekly SAC meeting. Our energized team members are building bridges, creating mutually beneficial relationships, and connecting chapters to increase inter-chapter engagement. This is SAC’s vision!

As part of this effort we are featuring the Oregon State University Chapter highlighting their remarkable contributions and introducing their elected officers.

Oregon State University ASPRS Student Chapter
The OSU ASPRS student chapter is a small but growing academic club welcoming all students and staff interested in geomatics, spatial science, photogrammetry, and remote sensing. Our mission is to provide support, knowledge, and outreach for OSU students and members of the public wanting to engage and excel in these scientific fields. We accomplish our mission through student connection, community education, conference participation, ASPRS regional engagement, and personal research and activities.

Educational Outreach Highlights
Mini-Lidar and 3D Scanning Demo
We partner with the OSU Office of Precollege Programs to offer public educational outreach. At local events like Discovery Days and Family Science and Engineering Night, young students (K-12) cycle through several short demonstrations and activities presented by various science and engineering departments from Oregon State University. During these outreach events, we connect with kids and parents by introducing them to the field of

<table>
<thead>
<tr>
<th>Oregon State University ASPRS Student Chapter</th>
<th>Katie Nicolato</th>
<th>Sudeera Wickramarathna</th>
<th>Selina Lambert</th>
<th>Matt Barker</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Position</th>
<th>President</th>
<th>Secretary</th>
<th>Public Relations and Outreach</th>
<th>Webmaster</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree</td>
<td>MS Student</td>
<td>PhD Student</td>
<td>MS Student</td>
<td>PhD Student</td>
</tr>
<tr>
<td>Major</td>
<td>Sustainable Forest Management in Forest Geomatics</td>
<td>Sustainable Forest Management in Forest Geomatics</td>
<td>Civil Engineering in Geomatics</td>
<td>Sustainable Forest Management in Forest Geomatics</td>
</tr>
</tbody>
</table>

Faculty Involvement

Dr. Michael Wing – Faculty advisor for the OSU Student Chapter
- Associate professor of geomatics in the OSU Forest Engineering, Resources, and Management Department
- Directs the Aerial Information Systems Lab at Oregon State University

Dr. Christopher Parrish – Supporting Faculty and ASPRS Vice President
- Associate Professor of Geomatics in the OSU School of Civil and Construction Engineering
- Directs the ASPRS Lidar Division and the Parrish Research Group at Oregon State University
geomatics, how lidar works, and why geospatial mapping is important. Student chapter officer Selina Lambert fabricated a portable lidar and 3D scanning demonstration for these events. She built an Arduino-controlled mini-lidar sensor and distance readout mounted on a carriage capable of moving 2-dimensionally over model terrain made from spray insulation foam and drywall plaster.

da Vinci Days Arts and Science Festival
The da Vinci Days Arts and Science Festival is an annual summer festival held on the third weekend of July in Corvallis, Oregon. It is one of the most highly attended yearly events in Corvallis and the Willamette Valley. The festival showcases people and organizations communicating scientific missions and creative accomplishments. The most exciting and anticipated part of the festival is the Graand Kinetic Challenge, wherein teams build intricate and aesthetic human-powered machines to compete in a 20-mile race across city streets, sand dunes, a mud bog, and the Willamette River. The OSU ASPRS student chapter provided a booth, UAS flight demos, and aerial videography of the Graand Kinetic Challenge at the 2019 festival. At the booth, festival visitors were encouraged to sight through a total station, explore unmanned aircraft systems, browse geomatics literature, and watch a student-produced UAS video.

Media Links
Email
photogrammetry@oregonstate.edu
Instagram
https://www.instagram.com/asprs1868/
OSU Club Website
https://clubs.oregonstate.edu/asprs
Twitter
https://twitter.com/asprs1868
PE&RS SEEK HIGHLIGHT ARTICLES

Are you looking for publishing opportunities? Consider publishing a Highlight Article in PE&RS.

PE&RS Highlight Articles are semi-technical or non-technical articles that appeal to a broad range of industry professionals. A variety of topics in geospatial science and technology, photogrammetry, and remote sensing can be addressed.

- geomatics education and programs
- new technologies
- non-traditional applications
- historical events and development
- collaborative initiatives
- new or unusual approaches to common problems
- recent or historical developments in technology or the industry

PE&RS Highlight Articles are always open access, published in color, and assigned a DOI number. For more information on this publishing opportunity or to discuss other opportunities, contact Rae Kelley, rkelley@asprs.org.

NEW ASPRS MEMBERS

ASPRS would like to welcome the following new members!

At Large
Hurmain Ariffin
Salem Mohammed Ghaleb Essa

Cascadia
Keenan Ganz

Eastern Great Lakes
David Stone Linden

Florida
Thomas Murphy
Adam D. Riddle

Heartland
Wei Chen

Intermountain
Ryan Shields

Mid South
Emil A. Cherrington, Ph.D.
Bryan S. Haley
Matthew James McCarthy, Ph.D.

Steven B. McKinney, Ph.D.
Ashish Pandey
Liangwei Qu, Ph.D.

Northeastern
Rabia Munsaf Khan
Ruth Lasher

Pacific Southwest
Liliana Aliyazicioglu
Philip Griffin
Ben Hardin
Omar Ernesto Mora, Ph.D.
Nathaniel David Newman
Joel Sherman
Cynthia Wirick

Potomac
Joshua Anstead
Robert Stanley Beach
Freda Elikem Dorbu
Keith Owens

FOR MORE INFORMATION ON ASPRS MEMBERSHIP, VISIT HTTP://WWW.ASPRS.ORG/JOIN-NOW

Your Path To Success In The Geospatial Community
ASPRS ANNOUNCES THE OPENING OF THE 2021 SCHOLARSHIP APPLICATION SEASON!

ASPRS is pleased to offer nine scholarship awards totaling more than $30,000 in value! Available to both undergraduate and graduate student members of ASPRS, these resources have been generated with the intention of advancing academic and professional goals in the geospatial sciences. ASPRS recognizes that students are the future of these rapidly evolving fields and encourages all who are qualified to take advantage of these unique opportunities.

IMPORTANT DATES

- Scholarship Application Window: September 30 – November 15
- Letters of recommendation deadline: November 22
- Anticipated Award Announcements Mid-Late January
- Award winners will be honored at the ASPRS 2021 Annual Meeting

All complete applications must be received at ASPRS no later than midnight, Eastern time on November 15, 2020. The deadline for recommendation letters is November 22, 2020.

Visit www.asprs.org/education/asprs-awards-and-scholarships for more information!

Summary of ASPRS Awards & Scholarships

<table>
<thead>
<tr>
<th>Award/ Short name</th>
<th>Eligibility</th>
<th>Type of Grant</th>
<th>Grant Amount</th>
<th>Expectations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Altenhofen</td>
<td>Undergraduate or Graduate Students</td>
<td>One Year Award</td>
<td>$2,000</td>
<td>Report of scholastic accomplishments to ASPRS</td>
</tr>
<tr>
<td>Anson*</td>
<td>Undergraduate Students; USA Only</td>
<td>One Year Award</td>
<td>$2,000</td>
<td>Final Report to ASPRS</td>
</tr>
<tr>
<td>Behrens*</td>
<td>Undergraduate Students; USA Only</td>
<td>One Year Award</td>
<td>$2,000</td>
<td>Final Report to ASPRS</td>
</tr>
<tr>
<td>Colwell*</td>
<td>Doctoral Students USA or Canada</td>
<td>One Year Award</td>
<td>$7,000</td>
<td>Final Report to ASPRS</td>
</tr>
<tr>
<td>Fischer</td>
<td>Current or Prospective Graduate Students</td>
<td>One Year Award</td>
<td>$2,000</td>
<td>Final Report to ASPRS</td>
</tr>
<tr>
<td>Moffitt*</td>
<td>Graduate or Undergraduate Students</td>
<td>One Year Award</td>
<td>$7,000</td>
<td>Final Report to ASPRS</td>
</tr>
<tr>
<td>Osborn*</td>
<td>Undergraduate Students; USA Only</td>
<td>One Year Award</td>
<td>$2,000</td>
<td>Final Report to ASPRS</td>
</tr>
<tr>
<td>Ta Liang</td>
<td>Graduate Students</td>
<td>Travel Grant</td>
<td>$2,000</td>
<td>Report of accomplishments to ASPRS and to Ta Liang’s family</td>
</tr>
<tr>
<td>Wolf</td>
<td>Prospective Teachers/Graduate Students; USA only</td>
<td>One Year Award</td>
<td>$4,000</td>
<td>Final Report to ASPRS</td>
</tr>
</tbody>
</table>

*Recipient also receives a complementary membership renewal in ASPRS.
Francis H. Moffitt Scholarship
The purpose of the award is to encourage upper-division undergraduate and graduate-level college students to pursue a course of study in surveying and photogrammetry leading to a career in the geospatial mapping profession.

Eligibility
Students currently enrolled or intending to enroll in a college or university in the United States or Canada, who are pursuing a program of study in surveying or photogrammetry leading to a career in the geospatial mapping profession.

Award
- The award consists of a certificate and a check in the amount of $7,000 and a one-year student membership (renewal) in ASPRS.

John O. Behrens Institute for Land Information (ILI) Memorial Scholarship
The purpose of the Award is to encourage students/persons who have an exceptional interest in pursuing scientific research or education in geospatial science or technology or land information systems/records to enter a professional field where they can use the knowledge of this discipline to excel in their profession.

Eligibility
The Scholarship is made to an undergraduate student currently enrolled or intending to enroll in a university in the United States for the purpose of pursuing a program of study that prepares them to enter a profession in which education in geospatial science or land information disciplines will advance the value of those disciplines within that profession.

Award
- The award consists of a certificate and a check in the amount of $2,000 and a one-year student membership (renewal) in the Society.
- Funds from the ILI have been donated to the ASPRS Foundation to support the John O. Behrens ILI memorial Scholarship in recognition of Mr. Behrens’ outstanding contributions over the many years of his distinguished career.

Robert N. Colwell Fellowship
The purpose of the Award is to encourage and commend college/university graduate students at the PhD level who display exceptional interest, desire, ability, and aptitude in the field of remote sensing or other related geospatial information technologies, and who have a special interest in developing practical uses of these technologies.

Eligibility
The Award is made to a graduate student (PhD level) currently enrolled or intending to enroll in a college or university in the United States or Canada who is pursuing a program of study aimed at starting a professional career where expertise is required in remote sensing or other related geospatial information technologies.

Award
- The award consists of a certificate and a check in the amount of $7,000 and a one-year student membership (renewal) in ASPRS.
- The award is presented by the ASPRS Foundation from funds donated by students, associates, colleagues, and friends of Robert Colwell, one of the world’s most respected leaders in remote sensing, a field that he stewarded from the interpretation of World War II aerial photographs to the advanced acquisition and analysis of many types of geospatial data from military and civilian satellite programs.

William A. Fischer Scholarship
To facilitate graduate-level studies and career goals directed towards new and innovative uses of remote sensing data/techniques that relate to the natural, cultural, or agricultural resources of the Earth.

Eligibility
Current or prospective graduate student members of ASPRS.

Award
- One year scholarship of $2,000 and a certificate.
- This award is presented by ASPRS with funding provided by a grant from the ASPRS Foundation, on behalf of individual and corporate contributions to the Foundation in memory of William A. Fischer, a pioneer in the use of remote sensing from space for the study of the planet Earth.

Ta Liang Award
The purpose of the award is to facilitate research-related travel by outstanding graduate students in remote sensing. Such travel includes field investigations, agency visits, participation in conferences, or any travel that enhances or facilitates a graduate research program.

Eligibility
Graduate Student members of ASPRS.

Award
- A grant of $2,000 and a hand-engrossed certificate.
- This award is presented by ASPRS, with funding provided by a grant from the ASPRS Foundation on
behalf of individual and corporate contributions to the Foundation in memory of Ta Liang, a skilled civil engineer, an excellent teacher, and one of the world's foremost air-photo interpreters.

**Abraham Anson Scholarship**
The purpose of the Award is to encourage students/ persons who have an exceptional interest in pursuing scientific research or education in geospatial science or technology related to photogrammetry, remote sensing, surveying and mapping to enter a professional field where they can use the knowledge of this discipline to excel in their profession.

**Eligibility**
The Award is made to an under-graduate student currently enrolled or intending to enroll in a college or university in the United States for the purpose of pursuing a program of study to enter a profession in which education in photogrammetry, remote sensing, surveying and mapping and geospatial science or technology disciplines will advance the value of those disciplines within that profession.

**Award**
- The award consists of a certificate, a check in the amount of $2,000 and a one-year student membership (renewal) in the society.
- This award is presented by the ASPRS Foundation from funds donated by the Anson bequest and contributions from the Society and the Potomac Region as a tribute to Abe Anson's many contributions to the field of photogrammetry, remote sensing, and long, dedicated service to the Society.

**Robert E. Altenhofen Scholarship**
The purpose of the Award is to encourage and commend college students who display exceptional interest and ability in the theoretical aspects of photogrammetry.

**Eligibility**
The Award is made to an undergraduate or graduate student currently enrolled in a college or university in the United States or elsewhere, who is either a student or active member of ASPRS.

**Award**
- Cash prize of $2,000 and a certificate.
- This award is administered by the ASPRS Foundation from funds provided by the estate of Mrs. Helen Altenhofen as a memorial to her husband, Robert E. Altenhofen. A past president of ASPRS, Mr. Robert Altenhofen was an outstanding practitioner of photogrammetry and made notable contributions to the mathematical aspects of the science.

**Paul R. Wolf Scholarship**
The purpose of the Award is to encourage and commend college students who display exceptional interest, desire, ability, and aptitude to enter the profession of teaching Surveying, Mapping, or Photogrammetry.

**Eligibility**
The Award is made to a graduate student member of ASPRS currently enrolled or intending to enroll in a college or university in the United States, who is pursuing a program of study in preparation for entering the teaching profession in the general area of Surveying, Mapping, or Photogrammetry.

**Award**
- The award consists of a certificate and a check in the amount of $4,000.
- This Award is administered by the ASPRS Foundation from funds donated by the friends and colleagues of Paul R. Wolf as a memorial to him. Recognized nationally and internationally, Paul was an outstanding educator and practitioner of Surveying, Mapping, and Photogrammetry and a great friend of the Society. As author, teacher, and mentor, Paul made significant educational and academic contributions to these fields.

**Kenneth J. Osborn Scholarship**
The purpose of the Scholarship is to encourage and commend college students who display exceptional interest, desire, ability, and aptitude to enter the profession of Surveying, Mapping, Photogrammetry, or Geospatial Information and Technology. In addition, the Scholarship recognizes students who excel at an aspect of the profession that Ken Osborn demonstrated so very well, that of communications and collaboration.

**Eligibility**
The Scholarship is made to an undergraduate student currently enrolled or intending to enroll in a college or university in the United States, who is pursuing a program of study in preparation for entering the profession in the general area of Surveying, Mapping, Photogrammetry, or Geospatial Information and Technology.

**Award**
- This annual Scholarship consists of a certificate and a check in the amount of $2,000 and a one year student membership (renewal) in the Society.
- This award is presented by the ASPRS Foundation, with funding provided by donations from friends and colleagues of Kenneth Osborn as a tribute to him.
Uncertainty of Forested Wetland Maps Derived from Aerial Photography

Stephen P. Prisley, Jeffery A. Turner, Mark J. Brown, Erik Schilling, and Samuel G. Lambert

Abstract

Forested wetlands (FWs) are economically and environmentally important, so monitoring of change is done using remote sensing by several U.S. federal programs. To better understand classification and delineation uncertainties in FW maps, we assessed agreement between National Wetlands Inventory maps based on aerial photography and field determinations at over 16 000 Forest Inventory and Analysis plots. Analyses included evaluation of temporal differences and spatial uncertainty in plot locations and wetland boundaries. User’s accuracy for the wetlands map was 90% for FW and 68% for nonforested wetlands. High levels of false negatives were observed, with less than 40% of field-identified wetland plots mapped as such. Epsilon band analysis indicated that if delineation of FW boundaries in the southeastern U.S. met the data quality standards (5 meters), then the area within uncertainty bounds accounts for 15% to 30% of estimated FW area.

Introduction

Forest wetlands (FWs) are ecologically and economically important. They support exceptional biodiversity, flood storage, high water quality, and can produce valued products in a sustainable manner (Loehle et al. 2009; Richardson 1994; Walbridge 1993). Therefore, understanding changes in the area, distribution, and functional status of FWs is crucial.

Federal agencies in the U.S. monitor land cover change (including FWs) with different remote sensing systems and areas of emphasis. Three such programs are the Multi-Resolution Land Cover Characteristics Consortium (MRLC), the National Resources Inventory (NRI), and the National Wetlands Inventory (NWI). The MRLC produces periodic land cover data (National Land Cover Data base [NLCD]) for the conterminous U.S. using 30 m resolution satellite imagery and includes a land cover category of “woody wetland.” The NRI program of the Natural Resources Conservation Service publishes periodic reports on land-based natural resources on nonfederal lands using a sample of aerial photo plots. The NWI program of the U.S. Fish and Wildlife Service (USFWS) produces both a complete inventory (polygon map) of wetlands in the conterminous U.S. and periodic Status and Trends (S&T) reports documenting changes observed on photointerpreted sample blocks. The wetlands map produced by NWI is often considered the standard source of information about wetlands extent, due to the extensive coverage in the United States and the program focus on wetlands.

Mapping FWs with remote sensing poses significant challenges. The National Research Council (NRC) noted that mapping of FWs is difficult due to foliage obscuring the ground and, because for most of the year, the water table is below the ground surface (NRC 1995). This statement is echoed by Tiner (1997), who reported that FWs are “conservatively mapped” due to these difficulties, and that temporarily flooded or seasonally saturated FWs may not appear on NWI maps especially along the Coastal Plain, where many of the FWs in the southern U.S. are located.

Given the difficulties in mapping FWs, it is important to assess and report accuracy and reliability of change detection. Accuracy assessment, reported quantitatively in standard formats, is needed to provide evidence that reported differences are beyond those that might be expected from sampling error, photointerpretation (classification) error, or boundary delineation uncertainty. Despite the importance of wetlands information, there are few current, large-area, quantitative assessments of wetlands map accuracy. In many of the published studies, comparisons are made between wetlands delineated according to different definitions (e.g., Stolt and Baker 1995; Morrissey and Sweeney 2006; Gage, Cooper, and Lichvar 2020). Furthermore, many studies are focused on a narrow geographic scope (Stolt and Baker 1995; Kudray and Gale 2000; Morrissey and Sweeney 2006).

Nichols (1994) examined NWI accuracy in Maine using point intercept transects involving a total of 1800 sample points, reporting an overall accuracy of 95%. Nearly all of the wetlands identified in the field that were omitted in the NWI map were FWs. Kudray and Gale (2000), in a study in a national forest in Michigan involving 148 field plots, reported all nonforested wetlands (NFWs) were identified correctly, as were slightly over 90% of FWs. In a 20 000-ha area in Vermont, Morrissey and Sweeney (2006) found that NWI underestimated FW area by 64%, and overall wetland area by 39%.

There are two components crucial to understanding the reliability of a polygon map product such as NWI: (1) the accuracy of the classification of individual polygons and (2) the uncertainty of areas derived from polygon delineation. We sought to address these components through a comprehensive analysis of uncertainty in FW maps using an extensive validation data set. Specifically, our objectives were to: (1a) characterize the level of classification agreement between an aerial photo-based map of FWs and a field sample; (1b) assess the impact of spatial uncertainties and temporal mismatch on classification agreement; (1c) examine patterns of disagreement across forest conditions such as forest type, stand age, and physiographic class; and (2) develop estimates of delineation uncertainty for photo-delineated wetland polygons (Figure 1). We addressed classification agreement using data from NWI as the remote sensing source, and data from the U.S. Forest Service Forest Inventory and Analysis (FIA) program as a field validation data set. To assess delineation uncertainty, we conducted an epsilon band analysis using the NWI polygons.
Wetland Definitions
The first challenge in comparing estimates of FW area is to ensure consistency in wetland definitions. Most wetlands definitions involve some combination of three criteria: vegetation, soils, and hydrologic conditions (Federal Interagency Committee on Wetland Delineation 1989). The NRI and NWI use a definition from the Cowardin et al. (1979) classification system for wetlands:

Wetlands are lands transitional between terrestrial and aquatic systems where the water table is usually at or near the surface or the land is covered by shallow water. For purposes of this classification wetlands must have one or more of the following three attributes: (1) at least periodically, the land supports predominantly hydrophytes; (2) the substrate is predominantly undrained hydric soil; and (3) the substrate is nonsoil and is saturated with water or covered by shallow water at some time during the growing season of each year.

Therefore, for NWI mapping purposes, at least one of the three wetland elements must be present. This definition is more inclusive than that used for regulatory compliance within Section 404 of the Clean Water Act, which is based on the Federal Interagency Committee on Wetland Delineation (1989). This definition (herein referred to as the FICWD definition) requires all three components (hydrophytic vegetation, hydric soils, and wetland hydrology) to be present for an area to be defined as a wetland. Therefore, comparisons between wetlands mapped by NWI and wetlands mapped according to the FICWD definition (such as in Gage, Cooper, and Lichvar 2020) will usually find some discrepancies that can be attributed to definition rather than accuracy of the mapping process.

Forest wetlands are defined as wetlands characterized by forest cover, which requires dominance by trees (woody stems ≥12.7 cm diameter at 1.4 m above ground and at least 6 m in height). In the Cowardin et al. (1979) system, palustrine forested (PFO) and palustrine shrub-scrub (PSS) are the categories closely associated with FWs; the distinction between PFO and PSS can be simply a difference in seral stage. For the purposes of this study, we use the term FW to include any subcategory of PFO or PSS wetlands. All other land cover types (including both nonwetlands and wetlands other than PFO and PSS) are referred to herein as NFW.

Quantifying Uncertainties in Wetland Mapping from Remotely Sensed Imagery
The importance of accuracy assessment for estimating land cover change is underscored by Olofsson et al. (2014) who note that quantitative accuracy statements are needed to support confidence in products and in inferences made from them. Three primary components of uncertainty in wetland area change merit attention: (1) sampling error, (2) classification accuracy, and (3) delineation uncertainty.

Sampling Error
The NWI inventory map completely covers the contiguous U.S., so it represents a census or complete enumeration of wetlands; sampling error is not a factor. However, when change estimates (such as from NWI S&T or NRI) are derived from a statistical sample (rather than complete enumeration), sampling error can indicate the uncertainty expected due to random chance in drawing the sample. Error from well-designed sampling efforts can be described from common statistical estimates such as standard errors, coefficients of variation, and confidence intervals that are based on characteristics of the sampling design and sample size. Dahl (2011, Appendix D) reported that based on the NWI status and trends sample of 5042 plots, 62 008 ha of palustrine FW changed to “upland forested plantation” during 2004–2009, with a coefficient of variation of 20% (corresponding to a 95% confidence interval of about ±39.2%). Similarly, NRI reported (USDA 2015) that based on a sample of over 300 000 segments, 83 365 ha of palustrine and estuarine wetlands on nonfederal lands changed to upland between 2002 and 2007, with a 95% confidence interval of ±28.9%. It should be noted that these confidence intervals reflect only sampling error; they do not include uncertainty based on misclassification or variability in delineation, and therefore represent a minimum level of uncertainty embodied in sample-based estimates of land cover change.

Classification Accuracy
The next component of uncertainty in wetlands mapping involves the ability to accurately assign land cover classes to mapped objects (points, pixels, or polygons). The literature on measuring and communicating classification accuracy is extensive, and the fundamental requirement is a contingency table (error matrix) that quantifies agreement between image points and reference data (Congalton 1991; Congalton and Green 2008; Olofsson et al. 2014). Commonly used metrics describing classification accuracy include percent correctly classified, and user’s and producer’s accuracy for individual classes (percentage of map classes and reference classes, respectively, that are correctly classified) (Story and Congalton 1986).

Standards for wetlands mapping identify minimum acceptable levels of classification accuracy. The USFWS (2004) states that maps must have 95% classification accuracy at the Cowardin Class level (e.g., PFO/PSS) to be considered acceptable. For NWI status and trends mapping as well, required accuracy is 95% (Dahl and Bergeson 2009; NSST 2017). The Federal Geographic Data Committee (FGDC) differentiates between “feature accuracy” (e.g., wetland versus upland) and “attribute accuracy” (e.g., individual wetlands class) (FGDC 2009). For feature accuracy, FGDC calls for 98% accuracy, and specifies 85% accuracy for the wetlands class.
Delineation Uncertainty
When wetland area is determined from polygons delineated from aerial photography, quantifying delineation uncertainty can inform users of the range in area estimates that might be expected from variability in the delineation process. The process of manual delineation of land cover polygons from interpretation of aerial photographs may involve multiple sources of uncertainty, including image registration (Dai and Khorram 1998; Hughes, McDowell, and Marcus 2006), variation between photointerpreters (Prisley and Luebbering 2011; Pengra et al. 2020), the nature of the boundary (crisp versus diffuse), the quality of the imagery, the shape of the features (complex or simple), and the sizes of features (perimeters and areas).

Accuracy standards have been developed for wetlands delineation. The USFWS (2004) states that wetland boundaries must be delineated within 33 feet (10 meters) of their location. Dahl and Bergeson (2009) called for image analysts to strive for “approximation of geographical position within 10 m.” Similarly, FGDC (2009) suggested a horizontal positioning accuracy (root-mean-square error) of 5 m for palustrine wetlands in the conterminous U.S. In a test of the accuracy of wetland boundary delineation, Barrette, August, and Golet (2000), using relatively large-scale (1:7200) aerial photographs, found that only 75% of tested delineations were within 6 m of the field boundary location. Such assessments of boundary delineation that involve field verification are rare, meaning other approaches for quantifying uncertainty are needed.

One way to quantify the effect of boundary delineation uncertainty on polygon area is to use error-band models (Wernette et al. 2017). A variety of such models are described by Shi (2010) and Foy et al. (2015). The simplest is the epsilon band model that represents an error band as a buffer (with radius denoted as epsilon) around a vector object (point, line, or polygon). Conceptually, the error band can be treated as a spatial confidence interval for an area estimate (Foy et al. 2015): if 95% of points along a boundary are within epsilon distance (e.g., 5 m) of a “true” line, then the epsilon band area is analogous to the size of a 95% confidence interval on polygon area. For example, consider an FW polygon from the Florida NWI map (Figure 2). An epsilon band of 10 m width (5 m to the inside and 5 m to the outside) comprises 2.06 ha, or 22% of the polygon area of 9.2 ha. In this way, the epsilon band model can relate statements about boundary delineation accuracy (e.g., 5 m) to an interval that may be interpreted as a reasonable range of uncertainty (e.g., ±11%).

Methods
Data Sets
Forest Inventory and Analysis Plots
Field data came from inventories by the U.S. Forest Service’s FIA program in the 1990s. The FIA program has collected field measurements of forest conditions at sample plots across the U.S. since the 1940s. Currently, plots are located using a stratified random sampling design with an intensity of one plot per approximately 2400 ha (Bechtold and Patterson 2005). While publicly available plot locations are perturbed for privacy considerations, our analysis used actual coordinates as recorded by FIA.

The 1990s inventories in five southeastern U.S. states (Florida, Georgia, South Carolina, North Carolina, and Virginia) included a field determination of wetland status at each timberland plot; this was the only region in the country to do so. Timberland refers to forest land capable of producing 1.4 m$^3$ ha$^{-1}$ yr$^{-1}$ of industrial wood and not withdrawn from timber use; this definition excludes some FWs withdrawn from use due to their location within National Parks or National Fish and Wildlife Refuges (such as the Great Dismal Swamp in Virginia or the Okefenokee Swamp in Georgia). Field procedures for wetland classification followed the Federal Interagency Committee for Wetland Delineation (1989) standard (Brown, Smith, and McCollum 2001). Field crews recorded the presence or absence of each of the three wetland indicator components: hydrophytic vegetation, hydric soils, and wetland hydrology. Summaries of these inventories, including land areas, ownership and forest types, timber growth and harvest, and other data, including sampling error estimates are reported in Brown, Smith, and McCollum (2001). Wetland determination is no longer part of the FIA field sampling protocol.

National Wetlands Inventory Maps
We used the NWI map product as the source of photo-derived wetland boundaries. The NWI map is publicly available as digital vector spatial data by state or watershed and includes extensive metadata, including date, type, and scale of imagery used for mapping. National Wetlands Inventory mapping of wetlands builds on a widely adopted classification system (Cowardin et al. 1979) and standards for data quality (USFWS 2004; FGDC 2009). While revisions and updates to the NWI map are made when possible, much of the wetlands delineation in the southeastern U.S. is based on aerial imagery acquired prior to the 1990s. For change estimation, a similar but distinct program within USFWS known as “Status and Trends” uses aerial photography of thousands of sample blocks (each approximately 1036 ha) for periodic determination of wetland change (Dahl and Bergeson 2009; NSST 2017). Delineations at the block level are not publicly available, nor are summaries by state or geographic region provided in the program reports (e.g., Dahl 2000; Dahl 2006; Dahl 2011). Because the same types of imagery and photointerpretation guidelines are used for both the NWI map and Status and Trends mapping, results from our analysis should apply equally to both.

Classification Accuracy
We assessed classification agreement by tabulating the NWI class occurring at FIA plot locations through spatial overlay. While assessments of field plot data reported by Brown, Smith, and McCollum (2001) and Brown (1997) used the FICWD (1989) definition for wetland, for consistency with the NWI map we used the NWI definition to assign plots as either

Figure 2. Example epsilon band of 10 m (in gray) around a wetland polygon. The band extends 5 m inside and 5 m outside the polygon boundary (in black).
Spatial Uncertainties

Plot locations in the 1990s were recorded by FIA by digitizing pinprick locations on hardcopy aerial photographs. Based on the scale of the imagery and the challenge of precisely locating plots within large blocks of forest, FIA staff estimated that locations were likely reliable within about 50 m. Many of the plots measured in the 1990s were later incorporated in the subsequent FIA annual survey design, and eventually had locations recorded in the field using Global Positioning System (GPS) receivers. An early field test of spatial accuracy of GPS receivers used by FIA reported average errors of about 8 m, with maximum errors up to 20 m (Jasumback 1996; McRoberts et al. 2002). For this study, plots were assigned a coordinate confidence class based on the best information available from FIA staff and records (Table 1). The coordinates recorded for many plots in the LOW confidence class placed them in areas known not to be timberland (e.g., offshore, in bays, and estuaries). Therefore, we restricted our overlay analysis to plots with MEDIUM or HIGH coordinate confidence; this resulted in using 16 121 out of 27 350 timberland plots.

We evaluated the combined impact of spatial uncertainty by buffering FIA plot locations with a variable radius that incorporated uncertainty from both FIA plot locations and NWI wetland boundaries. The radius included the plot uncertainty distances from Table 1 and NWI boundary uncertainties as described below.

For NWI polygons, we used metadata from the NWI map data set, which included the scale and date of imagery that was used to map each quadrangle. Image scale varied widely over time and across the region (Table 2). About 75% of field points were in areas where the NWI mapping was based on imagery collected prior to 1990, and at scales smaller than 1:40 000. After 2000, most imagery used in NWI was at a scale of 1:20 000 or larger. Because image scale/resolution has an influence on the ability to accurately map locations from an image, we assumed a relationship between image scale and the uncertainty distance chosen for the NWI polygon boundaries. Using a 10 m uncertainty value for images at 1:20 000 coincides with the FGDC (2009) standard and represents the predominant image scale in use at the time the standard was developed. We assumed a linear relationship between image scale and uncertainty distance, such that polygons derived from 1:40 000 imagery were assigned a value of 20 m, etc. This relationship (1 m uncertainty per 2000 image scale units) represents a location uncertainty of 0.5 mm at image scale.

For each plot, we added the uncertainty distance for the plot (Table 1) to the boundary uncertainty based on image scale to get a total uncertainty distance. We then buffered plot locations using the total uncertainty distance to obtain circles representing the area that we considered as including both plot location and wetland boundary uncertainty.

For the probable overlay approach, we computed proportions of the circles in each NWI mapped class (FW, NFW) as representing the probability that the plot landed in the class. To illustrate our reasoning, consider an FIA plot that was determined to be FW in the field (Figure 3). This plot was located with medium confidence (50 m uncertainty) in an area where the NWI delineations were made from imagery at a scale of 1:40 000 (20 m uncertainty). The plot was buffered at a radius of 70 m, resulting in a 1.54 ha circle. We consider this circle as containing the likely locations of the plot relative to the wetland boundary, given the recorded plot location and our estimate of location uncertainty. If we assume a uniform probability distribution of possible plot locations across this circle, then the proportion of area within each class
represents the probability that the plot fell within the class. While a uniform probability distribution is less likely than a bivariate normal probability ellipse (Shi 2010), it is much easier to evaluate mathematically, and was therefore chosen as a simplifying assumption.

With simple overlay, the FW plot in Figure 3 fell just outside an FW boundary, indicating disagreement. However, within the uncertainty circle, 41% of the area was mapped as FW and 59% as NFW. Thus, we would expect a 0.41 probability of agreement that the FIA plot landed in an NWI FW. There was then a 0.59 probability of disagreement. In tabulating this plot in a contingency table, we recorded it as 0.41 for FIA:FW/NWF and 0.59 for FIA:FW/NWF. Cells in the resulting contingency table represented the summed probabilities that plots observed in the field (column class) matched the mapped (row) class.

Temporal Disagreement
Because field inventory and aerial photo acquisition were not simultaneous, it is possible that some observed disagreement was due to temporal change in wetland status. Thus, we needed to consider the likelihood of change in wetland conditions between field sampling and aerial photo dates. We chose to establish a null hypothesis that FWs in the study area were experiencing net loss rates comparable to the national averages reported in the status and trends reports (Dahl 2000; Dahl 2006; Dahl 2011). We then compared the disagreements observed in our data to disagreements expected under this null hypothesis. Using the change matrices reported in the status and trends reports, we found that national net losses from FWs (PFO and PSS) to other classes (NFW) occurred at annual rates of 0.01% yr\(^{-1}\) from 1986 to 1997, 0.08% yr\(^{-1}\) from 1998 to 2004, and 0.13% yr\(^{-1}\) from 2004 to 2009. For this analysis, we conservatively set the null hypothesis to assume the most extreme rate of wetland loss reported by status and trends of 0.13% yr\(^{-1}\). We then examined the disagreement that would be expected due to temporal change in wetland status and compared it to the disagreement observed; if the observed rates of disagreement were similar to those expected under the null hypothesis, then attributing disagreement to temporal differences rather than to misclassification was supported.

Characterizing disagreements: To identify patterns in disagreement across forest conditions, we tabulated misclassified plots by variables from the plot data. These variables included the age of the forest at the time of the imagery, the physiographic class recorded for the plot (e.g., various classes of xeric, mesic, and hydric physiography), the broad forest type of the plot (upland hardwood, bottomland hardwood, pine, and mixed pine-hardwood), and the stand origin (planted or naturally regenerated). We performed chi-squared goodness-of-fit tests to determine if the observed distribution of misclassifications was different than would be expected if misclassification occurred proportional to class membership.

Delineation uncertainty: We chose the epsilon band model (Shi 2010; Werner et al. 2017) as a simple characterization of the delineation uncertainty for the polygons in the five-state study area. First, NWI FWs were dissolved at the class level to eliminate boundaries between adjacent polygons belonging to the same class (e.g., PFO and PSS, such boundaries being irrelevant in FW area computation). Epsilon band area was then defined as the area contained within an outside and inside buffer, each of radius epsilon, around the resulting FW polygons. The area within a buffer distance of a line (such as a polygon boundary) is approximately equal to the line length (e.g., polygon perimeter) times the buffer width. Thus, a close approximation to the area within an epsilon band around wetland polygons can be obtained by simply multiplying total wetland perimeter by twice epsilon (for an inner and outer buffer). For example, the area in the epsilon band in Figure 2 could be approximated by total bandwidth (10 m) multiplied by the polygon perimeter (2062.8 m), resulting in an approximated epsilon band area of 20 628 m\(^2\). Epsilon band area for this polygon, as measured by geographic information system (GIS) buffer operations, was 20 612 m\(^2\), a difference of less than 0.1%. This approximation is straightforward and is expected to yield results comparable to the epsilon band area that would be obtained by buffering all FW polygons. Buffering of the large set of complex NWI polygons (1.4 million polygons across five states) frequently failed in our GIS system, possibly due to computer memory or other limitations. For simplicity in this approximation, we chose to use a single epsilon width for all polygons, rather than a differing epsilon width based on image scale as used in the classification accuracy assessment; such a detailed analysis would require splitting all polygons along photo boundaries (for cases in which adjacent photos were of different scales) and applying the image-based epsilon band width to portions of polygons within different photos.

We chose an epsilon value of 5 m based on the FGDC standard for horizontal error in wetlands data sets (FGDC 2009). This may be an optimistic estimate, as other standards specified an accuracy of 10 meters (USFWS 2004; Dahl and Bergeson 2009), and this standard was not met in the wetlands mapping test conducted by Barrette, August, and Golet (2000). In guidelines for the wetlands change detection mapping in the SAT program (Dahl and Bergeson 2009; NSST 2017), analysts are instructed to perform on-screen edits at a scale of 1:7000 to 1:10 000. At this scale, a 5 m ground distance is 0.5 to 0.7 mm on the computer screen. Thus, standards calling for accuracy within 5 m expect that analysts will be able to capture boundaries to a tolerance of about half a millimeter while digitizing from photos on the computer screen. For these reasons, an epsilon value of 5 m may be viewed as a best-case threshold for delineation uncertainty.

Performance of this approximation was then tested by comparison to buffers around 1000 randomly selected FW polygons from each state. Delineation uncertainty is then expressed as epsilon band area as a percentage of total FW area.

Results
Classification Accuracy
Agreement between field plots and the NWI map, based on simple overlay and probable overlay, is reported in Table 3. Because cells in the probable overlay table are summed probabilities, they take on decimal values, but column totals (numbers of plots) remain the same.

Table 3. Contingency tables showing number of plots by FIA field determinations and NWI photo-derived wetland determinations based on two overlay techniques.

<p>| NWI map determination | FIA field determination: | | | |
|-----------------------|-------------------------|-------------------------|-------------------------|
|                       | Simple overlay          | Probable overlay        |                       |</p>
<table>
<thead>
<tr>
<th></th>
<th>FW</th>
<th>NFW</th>
<th>TOTAL</th>
<th>FW</th>
<th>NFW</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>FW</td>
<td>2716</td>
<td>278</td>
<td>2994</td>
<td>2642.2</td>
<td>293.9</td>
<td>2936.1</td>
</tr>
<tr>
<td>NFW</td>
<td>4202</td>
<td>8925</td>
<td>13 127</td>
<td>4275.8</td>
<td>8909.1</td>
<td>13 184.9</td>
</tr>
<tr>
<td>Total</td>
<td>6918</td>
<td>9203</td>
<td>16 121</td>
<td>6918.0</td>
<td>9203.0</td>
<td>16 121.0</td>
</tr>
</tbody>
</table>

Based on these tables, summary metrics are presented in Table 4. Percent overall agreement and user’s and producer’s accuracy for the individual classes are computed as in Story and Congalton (1986).

Temporal Disagreement
Imagery used for NWI mapping at field plot locations ranged in acquisition year from 1972 to 2014. We report a variable “YR-SAFTER” as the year of inventory for a plot minus the year of
image acquisition for NWI mapping at the plot location. Thus, a plot in Georgia measured in 1997 that coincided with a portion of the NWI map based on 1982 aerial photography would have YRSAFTER = 15. For our data, YRSAFTER ranged from −23 to 23, with about 18% of plots having field and image data collection within five years of each other (Table 5). Over three quarters of plots were measured after the date of imagery used in mapping the wetlands at their location.

Table 4. Summary classification accuracy metrics for two ways of tabulating agreement (all values in percent).

<table>
<thead>
<tr>
<th></th>
<th>Simple overlay</th>
<th>Probable overlay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent overall agreement</td>
<td>72.2</td>
<td>71.7</td>
</tr>
<tr>
<td>User’s accuracy: FW</td>
<td>90.7</td>
<td>90.0</td>
</tr>
<tr>
<td>User’s accuracy: NFW</td>
<td>68.0</td>
<td>67.6</td>
</tr>
<tr>
<td>Producer’s accuracy: FW</td>
<td>39.2</td>
<td>38.2</td>
</tr>
<tr>
<td>Producer’s accuracy: NFW</td>
<td>97.0</td>
<td>96.8</td>
</tr>
</tbody>
</table>

Table 5. Differences in year of FIA field inventory and year of image acquisition for NWI mapping.

<table>
<thead>
<tr>
<th>Inventory year was:</th>
<th>Number of plots</th>
<th>Mean YRSAFTER</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;10 years prior to image year (YRSAFTER &lt; −10)</td>
<td>1444</td>
<td>−17.3</td>
</tr>
<tr>
<td>6 to 10 years prior to image year (YRSAFTER −6 to −10)</td>
<td>1041</td>
<td>−9.1</td>
</tr>
<tr>
<td>1 to 5 years prior to image year (YRSAFTER −1 to −5)</td>
<td>1152</td>
<td>−1.3</td>
</tr>
<tr>
<td>The same as image year (YRSAFTER = 0)</td>
<td>20</td>
<td>0.0</td>
</tr>
<tr>
<td>1 to 5 years after image year (YRSAFTER 1 to 5)</td>
<td>1753</td>
<td>3.5</td>
</tr>
<tr>
<td>6 to 10 years after image year (YRSAFTER 6 to 10)</td>
<td>4162</td>
<td>7.9</td>
</tr>
<tr>
<td>More than 10 years after image year (YRSAFTER &gt; 10)</td>
<td>6549</td>
<td>14.7</td>
</tr>
<tr>
<td>YRSAFTER was calculated as year of field inventory minus year of imagery.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Contingency table of plots for which FIA inventory was more than 10 years prior to image acquisition, using simple overlay.

<table>
<thead>
<tr>
<th>FIA Field Determination (Time 1)</th>
<th>NWI map</th>
<th>FW</th>
<th>NFW</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NWI determination</td>
<td></td>
<td>466</td>
<td>26</td>
<td>492</td>
</tr>
<tr>
<td>(Time 2)</td>
<td>TOTAL</td>
<td>964</td>
<td>480</td>
<td>1444</td>
</tr>
</tbody>
</table>

Table 7. Summary of temporal differences (numbers of plots) observed and expected under a null hypothesis of annual wetland loss of 0.13%.

<table>
<thead>
<tr>
<th>YRSAFTER</th>
<th>Number of plots</th>
<th>t1 FW plots</th>
<th>t1 and NFW t2</th>
<th>Observed net loss*</th>
<th>Expected net loss**</th>
</tr>
</thead>
<tbody>
<tr>
<td>−10</td>
<td>1444</td>
<td>964</td>
<td>498</td>
<td>26</td>
<td>472</td>
</tr>
<tr>
<td>−10 to −6</td>
<td>1041</td>
<td>448</td>
<td>296</td>
<td>22</td>
<td>274</td>
</tr>
<tr>
<td>−5 to −1</td>
<td>1152</td>
<td>723</td>
<td>441</td>
<td>21</td>
<td>420</td>
</tr>
<tr>
<td>0</td>
<td>20</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>1 to 5</td>
<td>1753</td>
<td>290</td>
<td>11</td>
<td>743</td>
<td>−732</td>
</tr>
<tr>
<td>6 to 10</td>
<td>4162</td>
<td>470</td>
<td>31</td>
<td>1182</td>
<td>−1151</td>
</tr>
<tr>
<td>&gt;10</td>
<td>6549</td>
<td>1262</td>
<td>167</td>
<td>1035</td>
<td>−868</td>
</tr>
</tbody>
</table>

YRSAFTER is computed as the inventory year minus the imagery year, so when YRSAFTER is negative, FIA plots represent time 1 (t1) and NWI delineations represent time 2 (t2).

*Computed as number of plots that were FW at t1 and NFW at t2, minus plots that were NFW at t1 and FW at t2. Negative net loss represents net gain of FW from NFW.

**Expected net loss is computed as an annual rate of 0.13% yr⁻¹ times the mean YRSAFTER value from Table 5 times the number of time 1 FW plots.
Delineation Uncertainty

An approximate estimate of delineation uncertainty was computed as the area within a band of 10 m width \((2 \times \text{epsilon})\) around the perimeter of FW polygons in the NWI data set. Performance of this approximation was tested by buffering 1000 randomly selected FW polygons per state with a radius of epsilon (5 m) (Table 10). Across the study region, the approximated epsilon area was within 3% of the area derived by buffering polygons. Adjustment factors (buffered area divided by approximate area) were derived and applied to approximated epsilon area for each state (Table 11). The area within the 10 m epsilon band around FW polygons ranged from about 15 to 30% of FW area, and averaged 17.5% across the southeastern U.S. Thus, we could state that FW area in the five-state region was 8 million ha with delineation uncertainty of \(\pm 703,000\) ha (8.8%).

Discussion

Objective 1a: Level of Classification Agreement

All accuracy measures (overall, producer’s, and user’s) for both overlay approaches were below the levels called for in the various standards (USFWS 2004; FGDC 2009; Dahl and Bergeson 2009; NSST 2017), even at the “feature” (upland/wetland) level evaluated here.

**Table 9. Results of chi-squared goodness-of-fit tests comparing misclassification frequency across classes of forest condition variables.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>df</th>
<th>Chi-squared value</th>
<th>Disagreement higher than expected in:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand age class</td>
<td>8</td>
<td>338.98</td>
<td>Younger stands (age &lt; 30)</td>
</tr>
<tr>
<td>Physiographic class</td>
<td>11</td>
<td>1456.62</td>
<td>Flat areas outside floodplains (flatwoods)</td>
</tr>
<tr>
<td>Broad forest type</td>
<td>3</td>
<td>322.08</td>
<td>Pine forest types</td>
</tr>
<tr>
<td>Stand origin</td>
<td>1</td>
<td>269.53</td>
<td>Planted stands</td>
</tr>
</tbody>
</table>

\(df =\) degrees of freedom. All variables had \(p < 0.0005\).

**Table 10. Comparison of approximate and buffered epsilon analysis for 1000 FW polygons selected randomly from each state.**

<table>
<thead>
<tr>
<th>State</th>
<th>Forested wetland area (ha)</th>
<th>Perimeter (m)</th>
<th>Approx. epsilon area (ha)</th>
<th>Buffered epsilon area (ha)</th>
<th>Adjustment factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fla.</td>
<td>13 392</td>
<td>2 017 965</td>
<td>2018</td>
<td>2011</td>
<td>0.9964</td>
</tr>
<tr>
<td>Ga.</td>
<td>15 645</td>
<td>2 507 859</td>
<td>2508</td>
<td>2427</td>
<td>0.9678</td>
</tr>
<tr>
<td>N.C.</td>
<td>11 082</td>
<td>1 984 186</td>
<td>1984</td>
<td>1903</td>
<td>0.9591</td>
</tr>
<tr>
<td>S.C.</td>
<td>14 496</td>
<td>1 815 442</td>
<td>1815</td>
<td>1778</td>
<td>0.9792</td>
</tr>
<tr>
<td>Va.</td>
<td>2519</td>
<td>992 245</td>
<td>992</td>
<td>950</td>
<td>0.9569</td>
</tr>
<tr>
<td>SOUTHEAST</td>
<td>57 134</td>
<td>9 317 696</td>
<td>9318</td>
<td>9068</td>
<td>0.9732</td>
</tr>
</tbody>
</table>

Approximate epsilon area is epsilon band width (10 m) times total perimeter. The adjustment factor is the buffered epsilon area divided by the approximate area. (FLa. = Florida, Ga. = Georgia, N.C. = North Carolina, S.C. = South Carolina, Va. = Virginia.)

**Table 11. Summary of delineation uncertainty analysis for NWI FWs in each state.**

<table>
<thead>
<tr>
<th>State</th>
<th>Number of polygons*</th>
<th>Area (ha)</th>
<th>Perimeter (m)</th>
<th>Approx. epsilon area (ha)</th>
<th>Adjusted epsilon area (ha)</th>
<th>Adj epsilon area (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fla.</td>
<td>269 463</td>
<td>2 822 215</td>
<td>407 517 353</td>
<td>407 517</td>
<td>406 034</td>
<td>14.4</td>
</tr>
<tr>
<td>Ga.</td>
<td>220 254</td>
<td>1 964 809</td>
<td>411 457 723</td>
<td>411 458</td>
<td>389 195</td>
<td>20.3</td>
</tr>
<tr>
<td>N.C.</td>
<td>114 060</td>
<td>1 540 269</td>
<td>247 954 462</td>
<td>247 954</td>
<td>237 819</td>
<td>15.4</td>
</tr>
<tr>
<td>S.C.</td>
<td>184 513</td>
<td>1 299 850</td>
<td>253 047 514</td>
<td>253 048</td>
<td>247 772</td>
<td>19.1</td>
</tr>
<tr>
<td>Va.</td>
<td>128 902</td>
<td>414 604</td>
<td>128 208 336</td>
<td>128 208</td>
<td>122 685</td>
<td>29.6</td>
</tr>
<tr>
<td>SOUTHEAST</td>
<td>917 192</td>
<td>8 041 747</td>
<td>1 448 185 388</td>
<td>1 448 185</td>
<td>1 409 347</td>
<td>17.5</td>
</tr>
</tbody>
</table>

Adjusted epsilon area is the approximate area multiplied by the appropriate adjustment factor from Table 10 and expressed in the last column as percent of total wetland area. (FLa. = Florida, Ga. = Georgia, N.C. = North Carolina, S.C. = South Carolina, Va. = Virginia.)

*Following dissolving by FW class (PFO/PSS).
sub class of upland (nonwetland), implying that all forested plantations are uplands (there is no forested plantation class in the freshwater wetlands grouping) (Dahl 2000; Dahl 2006; Dahl 2011). To the contrary, Brown, Smith, and McCollum (2001), reported that 768 500 ha of pine plantation in the five southeastern states were field-determined to be wetland, even using the more stringent FCWD definition. In a recent revision of the S&T technical procedures document (NSST 2017), the default assumption for planted forest has been removed; however, the default assumption in the previous version may have affected much of the mapping being analyzed here.

**Objective 1b: Impact of Spatial Uncertainty and Temporal Mismatch**

Results from the simple and probable overlays were remarkably similar. This may be due to the very large and robust sample (over 16 000 observations) and prevalence of single-condition (“pure”) uncertainty buffers: 85% of plot buffers contained either all NFI NW or all NFI FW. Thus, while consideration of spatial uncertainty remains important in overlay analyses, it did not substantially affect the results in this case. All further discussion herein will focus on simple overlay results.

Evaluation of temporal disagreement showed no evidence that disagreements were caused by wetland change during the interval between field inventory and aerial photo acquisition. Rates of misclassification did not rise with increased temporal differences. The overwhelming signal observed in the same was that because field observation classified more sites as wetland, when aerial photos were taken after field observation, net wetland conversion to NW was implied. When field inventory was conducted after aerial photo acquisition, net wetland gains were implied.

**Objective 1c: Characterizing Disagreements**

For all forest condition variables, patterns of misclassification were significantly different than would be expected if misclassifications occurred at random, proportional to overall class membership. Misclassifications were significantly higher than expected in younger stands, in the flatwoods physiographic class (defined as “flat or fairly level sites outside flood plains... Excludes deep sands and wet, swampy sites”), in pine forest types, and in planted stands (Table 9). It is possible that these are all related to forest type, as a higher proportion of pine stands are in younger age classes than any other forest type, pine stands are the predominant forest type in flatwoods, and most planted stands are pine. Closed pine canopies obscure the ground from view year-round, making accurate identification of wetland conditions difficult. This difficulty, combined with the Dahl and Bergeson (2009) instructions for mappers to consider planted stands as upland unless direct visual evidence indicated otherwise, could explain higher than expected misclassification rates in these classes.

**Objective 2: Delineation Uncertainty**

We tested an approximate approach to epsilon band area estimation and found that it was within about 3% of the epsilon band area that would be obtained using spatial buffering. Using the best-case assumption that all wetland delineations were within the narrow tolerances described in the standards (5 m), the epsilon band model suggested that a 95% confidence interval on FW area is in the range of ±7 to 15%.

**Implications for Change Detection**

Inference about change detection must consider the underlying uncertainty of estimates at the two points in time. An example of the way classification accuracy could be incorporated in change estimates would be to consider the probability of correct detection of a specific change given observed misclassification rates. If the classification disagreement observed in this study applies equally to two points in time, we can estimate the probability that wetland conversion has occurred in areas mapped as such. This would be the product of the user’s accuracy for FW times the user’s accuracy for NFW (i.e., the joint probability of correctly mapping FW at time 1 and correctly mapping NFW at time 2). Assuming independent and equal misclassification rates at time 1 and time 2, we get 0.907 × 0.680 = 0.626. That is, a mapped indication of wetland conversion may be incorrect more than a third of the time.

Combining sources of uncertainty, we note that sampling errors with coefficients of variation around 20% (Dahl 2011), (2) change detection accuracies of about 63%, and (3) area estimates with confidence intervals of 7 to 15%. These levels of uncertainty provide little confidence to support inferences about annual conversion rates in the range of 0.13%.

**Conclusions**

Accurate mapping of FWs from aerial photography or other remote sensing systems requires that a photointerpreter or machine classification can detect the presence of (a) hydrophytic vegetation, (b) hydric soils, or (c) wetland hydrology. Successful identification requires the use of imagery with adequate resolution and acquisition at a time when phenomena such as wet soils or surface water are visible and may be impossible when dense forest canopies obscure the ground. For these reasons, it should not be surprising that field observations identified wetland conditions on 2.3 times the number of plots than did aerial photo interpretation, using comparable definitions for FW.

Delineation uncertainty, even using best-case assumptions about delineation error, was shown to lead to large uncertainty in wetland area estimates. Combined with classification accuracy that was below levels called for in standards, the uncertainty in aerial photo-based delineation of FWs leads to serious concerns about its fitness for inference about change in FW area.

Due to the availability of an extensive, if dated, reference data set, this study focused on the southeastern Atlantic seaboard states; results may not be uniformly applicable to other U.S. regions. It is also worth noting that our results from the use of FIA timberland plots apply only to mapping of FWs, not to NFWs such as ponds or marshes.

The use of a large sample of field observations proved valuable in assessing not only overall mapping accuracy, but in identifying factors that influenced classification performance. While FIA no longer conducts wetlands identification at field plots, the use of a point sample such as the FIA plot network facilitates statistical estimates of reliability (see Brown, Smith, and McCollum 2001) and can be conducted in an objective, comprehensive, and transparent design. Because the use of a point sample for area estimates avoids issues with boundary delineation uncertainty, it could prove to be a useful (and potentially less expensive) alternative to a polygon-based change analysis approach such as the current S&T mapping (Munoz et al. 2009).

This analysis confirms what has been previously reported: accurate mapping of FWs from remote sensing is extremely difficult (NRC 1995; Tiner 1997). When forest canopies are removed through harvesting, it is possible to observe wet soils or surface water on aerial photography, provided the photos are acquired during wet periods of the year. The absence of such visible conditions does not signify wetland loss, as noted in the revised technical procedures for S&T mapping (NSST 2017).
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Weighted Spherical Sampling of Point Clouds for Forested Scenes

Abstract
Terrestrial laser scanning systems are characterized by a sampling pattern which varies in point density across the hemisphere. Additionally, close objects are over-sampled relative to objects that are farther away. These two effects compound to potentially bias the three-dimensional statistics of measured scenes. Previous methods of sampling have resulted in a loss of structural coherence. In this article, a method of sampling is proposed to optimally sample points while preserving the structure of a scene. Points are sampled along a spherical coordinate system, with probabilities modulated by elevation angle and squared distance from the origin. The proposed approach is validated through visual comparison and stem-volume assessment in a challenging mangrove forest in Micronesia. Compared to several well-known sampling techniques, the proposed approach reduces sampling bias and shows strong performance in stem-reconstruction measurement. The proposed sampling method matched or exceeded the stem-volume measurement accuracy across a variety of tested decimation levels. On average it achieved 3.0% higher accuracy at estimating stem volume than the closest competitor. This approach shows promise for improving the evaluation of terrestrial laser-scanning data in complex scenes.

Introduction
Lidar (light detection and ranging) has become an established tool in the general field of remote sensing, given its ability to collect active three-dimensional spatial measurements of a scene (Lim and Suter 2009; Dassot, Constant and Fournier 2011). By emitting pulses of light and detecting rebounds with precise timing, and assuming a homogeneous scan medium, a measurement of distance is obtained. Depending on the task that is being conducted, a lidar unit is typically built with either a raster or a spherical scan path (Hopkinson et al. 2004). In the case of airborne platforms, the raster paradigm is usually implemented, since it affords the ability to follow a whisk-broom sensor path as the platform moves forward. Due to this motion, and given a sufficiently high temporal frequency, sampling is relatively uniform with the velocity vector (Lin, Benziger and Habib 2016). In the case of a spherical scan path, as in a semispherical ground-scanning (terrestrial) lidar unit, there is a nonuniform density of samples accrued over the surface of constant phase. This implies that at a fixed radius from the origin of capture, the density of the inscribed spherical surface will vary as a function of position. This can be readily visualized by imagining that at some elevation angle $\phi$ there are $L_\phi$ azimuthal steps which take the system through some angular ring $E \in [0,2\pi]$ (Figure 1). Given that the angular spacings $\Delta\phi$ and $\Delta\theta$ between samples along the set of axes are held to be constants, the spatial density of points will be significantly greater as one approaches the elevation “poles” of the sphere of constant phase. In other words, the distance between azimuthal rings decreases as the elevation angle approaches $b\pi$, where $b$ is any integer. These azimuthal rings are illustrated as the black circular samples in Figure 2.

In practice, this effect is found to manifest as an over-sampling of points which are near either nadir or zenith to the sensor. This can introduce a bias in the structural assessment of lidar data and affect the accuracy of mapping and modeling.
these attributes. The complexity of the structures in the point cloud, especially in the areas closer to the scanner, can aggravate the impact of over-sampling (Sugimoto et al. 2017). The distribution of points illustrates the effect of over-sampling, which is present at the poles under a spherical sampling paradigm. This effect is undesirable, as it results in a statistical bias of points if left unaddressed. Additionally, this bias can impair the functionality of many three-dimensional algorithms for tasks like registration (Elseberg, Bornmann and Nüchter 2011; Aoki et al. 2019), feature detection (Elseberg et al. 2011; Lang, Manor and Avidan 2019), and surface reconstruction (Schaefer et al. 2019).

Previous Work
This effect has been addressed in past research efforts through various down-sampling or resampling schemes (Mandow et al. 2010; Orts-Escolano et al. 2013; Miknis et al. 2015; Sugimoto et al. 2017; Lang et al. 2019; Nezhadarya et al. 2019). One simple and standard solution, often used for the down-sampling of three-dimensional data, is based on a random sample of points (Knuth 1998). This technique has proven insufficient due to the nature of the problem posed. That is, a uniformly random sample of biased data is itself biased (Hopkinson et al. 2004; Yang et al. 2019). Traditional grid-based down-sampling relies on restricting Cartesian density to some predefined grid size. These techniques interpolate points to a grid. In principle, this solves the problem; however, interpolation-based resampling is nonideal, because it distorts data points (Sugimoto et al. 2017). This effect reduces the quality and fidelity of data to an often unacceptable degree. The effect of this grid sampling is shown in Figure 2.

Another technique which is able to mitigate this data drift to a degree uses voxel grids to calculate voxel-block centroids based on the point population within each voxel block. These techniques take the centroid of each populated voxel block to get a more accurate resample without distorting it to a fixed grid. These techniques have the advantage of being simple to implement and based on first principles. Unfortunately, they suffer from two shortcomings. The first is that voxel-based methods unequally resample variably dense surfaces and require an optimally selected voxel-block size to achieve good results (Laine and Karras 2010). Approaches based on k-d trees and octrees (k-d trees with each node possessing eight children) leverage the hyperplane separation in Cartesian space, implied by tree construction, to rapidly subset point clouds based on tree depth and population (Schnabel and Klein 2006). These constructs have the advantage of not needing to resample points in space and are able to operate in linear O(n) time with a volume of n points (Shu and Kankanhalli 1994). Resampling to a quota and to a given node depth allows for effective point picking. This technique, while rapid, shares the weakness of the voxel-based approach, requiring a good selection of node depth for well-positioned data extraction.

Poisson dart and disk sampling are two methods which are used to resample point clouds, often with good results. These methods rely on distribution samples which result in a balanced point selection. Generally, their results are good; however, the base implementations of these methods are computationally expensive (White, Cline and Egbert 2007).

Graph-based methods take a more dynamic approach to reducing the points in a point cloud. In the work of Chen et al. (2018), the graph-based approach constructs a representation of a point cloud as an actionable graph. It frames point-cloud resampling as an optimization problem, seeking to retain maximum local variation in the data. Redundant point-cloud information is removed in this way, leaving primarily the contours of the scene. The results exhibited from this technique are impressive, but the technique is more complicated and computationally expensive than others (Natali et al. 2011).

One consideration which is not often explicitly accounted for in any of these alternatives (Puttonen et al. 2013) is the weighting of more distal points relative to points near the scanner origin (Mandow et al. 2010). In a spherical scanning system, more distant points are sparse due to angular sampling and therefore richer in information content (Marsaglia 1972; Knuth 1998). It is desirable that these observations be weighted commensurate with their projected point size.

Additionally, it is desirable to avoid resampling by proxy of interpolation or a center-of-mass-based calculation, since this alters the data, especially in the presence of noise or extreme outliers (Sugimoto et al. 2017). Another consideration is that the algorithm should be rapid and simple to implement, such that resampling can occur in real time with modest computational resources.

Contribution of a Novel Solution
This article produces a geometric sampling correction for a quasi-spherical scanning system. This sampling takes into account the angular position along the surface as well as the distance of points from the origin centroid. This method is computationally simple and competitive with other techniques.

In the following sections, the representation of the scanning system is described and the proposed method is introduced. After that, the proposed method is validated with three methods of evaluation, including a case study and synthetic data. Finally, the results are discussed.

Methods
For a laser scanning system which samples on a sphere, we describe the representation of points and then the proposed method.

Terrestrial Laser-Scanner Point-Cloud Representation
Points in Cartesian and spherical space are represented, respectively, as $C(x,y,z)$ and $C(\theta,\phi,\rho)$, where

\[
x = \rho \cos \theta \sin \phi, \quad (1) \\
y = \rho \sin \theta \sin \phi, \quad (2) \\
z = \rho \cos \phi, \quad (3)
\]

and obviously

\[
C(x,y,z) \equiv C(\theta,\phi,\rho). \quad (4)
\]

Then the function which describes the discretely sampled surface of a spherical scan is given by

\[
S(\theta,\phi,\rho) = \sum_{n_{\phi}=0}^{Q_{\phi}} \sum_{n_{\rho}=0}^{Q_{\rho}} \rho_{n_{\rho}n_{\phi}} \cdot \delta(\theta - \theta_{n_{\rho}} \phi - \phi_{n_{\phi}} - \theta_{\rho} - \rho_{\phi}). \quad (5)
\]

where $\delta$ is the Dirac delta function, which is used to capture discrete samples along a constant surface, and $\phi_{\text{dim}}$ describes the step size between samples $n_{\phi}$ and $n_{\phi}$ as

\[
\phi_{\text{dim}} = E_{\text{dim}} Q_{\text{dim}}. \quad (6)
\]

In this case, $E_{\text{dim}}$ is the angular span of the scan (2$\pi$ in the case of a full rotation in a given dimension) and $Q_{\text{dim}}$ is the number of steps allowed in that span.

In the case of a full scan with a constant phase or range (i.e., a sphere, where $\rho = c$), Equation 5 is reduced to

\[
S(\theta,\phi,\rho = c) = c \sum_{n_{\phi}=0}^{Q_{\phi}} \sum_{n_{\rho}=0}^{Q_{\rho}} \delta \left(\frac{2\pi}{Q_{\phi}} n_{\phi} + \frac{2\pi}{Q_{\rho}} n_{\rho} \right). \quad (7)
\]

This sampled surface of constant phase is a simulation of what is captured by a spherical scanner at a constant range. On this sphere, the normalized number of points per unit area is illustrated in Figure 3. It is immediately apparent that the
distribution of points along the spherical surface varies with the elevation angle of the scanner. This realization of the surface of constant phase inspires the following section, where the sphere is sampled according to this distribution.

Proposed Method
Weisstein (1999) notes that the distribution of points on such a surface varies only as a function of the elevation angle, as has been previously observed in Figure 3. Taking note of the definition of the projected area being a function of the elevation angle, the distribution of points on such a sampled hemisphere \( P \) is derived as

\[
P_\phi = \frac{1}{2} \sin \phi.
\]

(8)

This distribution describes the relative affinity for points to be sampled at the pole of the scan path. Inversely, it represents the relative weighting term along a hemisphere.

This distribution is symmetric, and therefore it can be extended to the full terrestrial laser-scanning (TLS) scan path by looking at the full sphere instead of a hemisphere:

\[
\Omega_{\text{weight}}(\phi) = \frac{1}{2} \sin \phi.
\]

(9)

Framing the mitigation of sampling bias as a point-picking problem, we can leverage this information to provide probabilities for point excision. This symmetric distribution can then be subtracted from a uniform point distribution to produce a likelihood function for point removal as a function of elevation angle. In Figure 4, a likelihood function is shown for a sphere.

Thus a means of assigning probabilities for point selection is produced and can be used to bring the distribution of preserved points closer to a uniform distribution.

This is a useful conclusion for the angular correction of a spherically sampled scene. This likelihood function \( L \) allows for a weighted selection of points along the surface of a sphere. It should also be made to vary with the distance from the scanner origin, to provide greater weighting to more distant objects. The projected area of a point increases as the square of the radial distance \( \rho \) from the scanner as the beam diverges. In order to compensate for this, a radial weighting factor is added that increases the likelihood of preserving more distant points.

The likelihood function \( L \) can then be rewritten in terms of radial distance and elevation angle. A square factor for distance is used due to the distance-squared relationship of the subtended point area away from the scanner:

\[
L(\phi, \rho) = \rho^2 \left( 1 - \Omega_{\text{weight}}(\phi) \right) = \rho^2 \left( 1 - \frac{1}{2} \sin \phi \right).
\]

(10)

After normalizing this function into a probability distribution for input points, a weighted permutation can then be conducted. The \( k \) retained points then represent a close approximation of spherically uniform sampled points.

Results
The proposed technique is compared with three other standard techniques used for point-cloud sampling: voxel grid sampling, Poisson dart sampling, and random sampling (White et al. 2007; Laine and Karras 2010). These techniques are all used as standards in point-cloud processing. This evaluation is based on three criteria: a visual density assessment on a unit sphere, visual retention of salient structure in a complex forested scene, and stem-volume assessment with a known ground truth.

Figure 3. Normalized density plot of the surface of constant phase, generated by Equation 7. It can be observed that the poles of the surface represent high relative amounts of sampling compared to the rest of the sphere.

Figure 4. Likelihood function of point selection as a function of elevation angle \( \phi \). The most likely points for selection exist at the poles \( \pm \pi \) for \( n = 0, \pm 1, \pm 2, \ldots \). This corresponds with the density of points shown in Figure 3.

Case Study
Mangrove forests represent a complex form of forest environments, containing structures like aboveground root mass that can introduce challenges to automatic structural-assessment approaches. This complexity can accentuate the effect of over-sampling and affect the result of structural evaluation. Challenges from this complexity make mangrove forests an excellent candidate for validation of the proposed technique.

Terrestrial lidar data were collected using a low-cost, mobile, rapid-scan system (Compact Biomass LiDAR [CBL]; Kelbe et al. 2013; Kargar and van Aardt YYYY). CBL uses a 905-nm laser pulsing at 27 kHz and provides coverage for a 270°×360° “hemisphere”; the 90° cone underneath the unit is unscanned. The measured range for CBL is 0.5 to 50 m, with a range accuracy of ±30 mm. Its resolution is 0.250.25°, with a minimum angular step width of 4.36 mrad. A maximum of two returns are captured for each pulse. This system enables us to rapidly sample its surroundings, but at a lower angular resolution compared to higher-cost commercial scanners. As a result, one should allow for the challenges caused by lower
by filtering the lidar point cloud based on the angular orientation of the points. The detected stems were then simulated using alpha shapes for volume estimation. The average consistency was acquired by comparing the plot-level stem volume (m³/ha) between lidar and field data.

In our accuracy assessment, we summed the volumes of all the stems in a plot and divided it by the area of the plot, producing a measure in meters cubed per hectare, which is common in forestry (van Aardt, Wynne and Oderwald 2006). This measurement is compared to the same measurement from field data to directly measure accuracy as

\[
\text{Accuracy} = \frac{(Fv - |Fv - Lv|)}{Fv}. \tag{11}
\]

where Fv is the measured field volume and Lv is the lidar-measured volume.

The accuracy of the volume measurement using the proposed down-sampling method was 85% at 10% sampling. This is significantly better than the original point cloud, which achieved an accuracy of only 64%. This accuracy is the result of comparison between the plot-level lidar stem-volume measurements and field-measured volume data. This algorithm was evaluated for stem-volume assessment accuracy using the same data, comparing the results obtained from a variety of down-sampling techniques: voxel grid sampling (Laine and Karras 2010), Poisson dart sampling (White et al. 2007), and random sampling in addition to the proposed method. Each down-sampling method was used to excise some percentage of the points from the original point cloud before attempting to estimate stem volume. The methods were tested for 50%, 10%, 5%, and 1% point retention.

In Table 1, the results of the stem-volume assessment are summarized. At all sampling levels the proposed method was measured to have the highest accuracy of the tested techniques. At the lowest sampling levels (e.g., 1%), the results of all the methods are very similar. This is likely due to the point set being so sparse in regions that it is difficult to extract stem volume regardless of the sampling method. At the 5% sampling mark the results start to become more pronounced, with the proposed method showing a clear increase in stem-volume measurement accuracy. This trend continues through the 10% and 50% marks, with the peak accuracy occurring with the proposed method at 10% sampling. The decrease in accuracy between the 10% and 50% levels may be attributed to the reduction of redundant over-sampled regions during the stem reconstruction.

We performed a Mann–Whitney U test in order to statistically evaluate the significance of the difference between the sets of volume measurements at each sampling level. This test is nonparametric, implying that there is no assumption made on the form of the distribution of the data; and since our data are not normally distributed, this test is ideal for our study (Mann and Whitney 1947). The significance level used here was 0.05. When the U value found using the Mann–Whitney test between two sets of data is lower than the critical U value, it implies that the difference between the two sets of data is statistically significant. In Table 1, the observed U value and corresponding p value are summarized. These results show that the difference between the two sets of data—stem volume before and after down-sampling—is statistically significant for the random and grid-based approaches across all decimation levels. The proposed method also outperformed the voxel- and Poisson-based methods across all sampling levels, although it did not perform significantly better.

With the large differences in stem-reconstruction accuracy from the different down-sampling techniques, it is apparent that the presented down-sampling approach in this work can have a significant impact on the structural and statistical assessment of lidar point clouds. This effect is most structurally

---

**Table 1:** Results of the stem-volume assessment.

<table>
<thead>
<tr>
<th>Sampling Level</th>
<th>Accuracy</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>85%</td>
<td><strong>&lt; 0.05</strong></td>
</tr>
<tr>
<td>50%</td>
<td>78%</td>
<td><strong>&lt; 0.05</strong></td>
</tr>
<tr>
<td>1%</td>
<td>70%</td>
<td><strong>&lt; 0.05</strong></td>
</tr>
</tbody>
</table>

**Figure 5.** Reconstruction mesh using the method of Kargar and van Aardt (YYYY). Here a stem segment and its Delaunay triangulation mesh are shown. The area of this mesh is calculated and compared to ground-truth measurements taken in situ.

---

angular resolutions while developing algorithms for processing such data. It is also necessary to remove the bias resulting from over-sampling in the areas closer to the scanner to obtain a more consistent point density distribution throughout the point cloud. However, since the resolution of these data is arguably low, preserving the structural characteristics is of great importance. This concern led us to the idea that the proposed down-sampling scheme might ameliorate the structural-evaluation results.

Data were collected from mangrove forests located on the western Pacific island of Pohnpei, which is an eastern island state in the Federated States of Micronesia and in the Caroline Island chain (6°50′59.99″N, 158°12′60.00″E). In these mangrove forests, eight scans per plot were collected for 20 plots. These scans had a 45° angular separation, with the analysis performed on the point cloud resulting from registration of all eight scans. All trees which were measured that were greater than 5 cm in diameter at breast height (DBH) were identified in the volume assessment, and DBH was measured to the nearest 0.1 cm. For trees with prop roots, the point of measurement for determining DBH was 15 cm above the highest prop root that could safely be measured. Species-specific allometric equations developed for Pohnpei by Cole, Ewel, and Devoe (1999) were then used to convert live-tree DBH measurements into volume, after which the volume of each tree was summed for each plot and the total plot volume within each plot was divided by the area of that plot (m³/ha). In these data, individual trees had DBH ranging from 16.8 to 41.8 cm measured directly in the field. Using the appropriate allometric equations, the plot-level volume range varied between 91.71 and 1105.5 m³/ha.

As a case study, the effect of the presented down-sampling approach is assessed on mangrove-forest stem-volume evaluation using data collected by the CBL system.

Kargar and van Aardt (YYYY) have used a three-dimensional classification approach for detecting stems in mangrove forest. In that work, stems were detected using a three-dimensional point-cloud classifier whose training set was acquired...
Table 1. Stem-volume measurement accuracy for various sampling levels.

<table>
<thead>
<tr>
<th>Sampling Level (%)</th>
<th>Down-Sampling Method</th>
<th>Stem-Volume Measurement Accuracy (%)</th>
<th>Critical ( U ) Value</th>
<th>Obtained ( U ) Value</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>Original</td>
<td>64</td>
<td>127</td>
<td>118</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>58</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Random</td>
<td>54</td>
<td>69</td>
<td>93</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>Grid-based</td>
<td>57</td>
<td>69</td>
<td>93</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>Voxel centroid</td>
<td>58</td>
<td>69</td>
<td>93</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>Poisson dart</td>
<td>58</td>
<td>69</td>
<td>93</td>
<td>0.08</td>
</tr>
<tr>
<td>1</td>
<td>Proposed</td>
<td>84</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Random</td>
<td>70</td>
<td>113</td>
<td>106</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Grid-based</td>
<td>79</td>
<td>113</td>
<td>119</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>Voxel centroid</td>
<td>80</td>
<td>113</td>
<td>138</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>Poisson dart</td>
<td>81</td>
<td>113</td>
<td>138</td>
<td>0.09</td>
</tr>
<tr>
<td>5</td>
<td>Proposed</td>
<td>85</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Random</td>
<td>69</td>
<td>127</td>
<td>118</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Grid-based</td>
<td>79</td>
<td>127</td>
<td>122</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Voxel centroid</td>
<td>80</td>
<td>127</td>
<td>178</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>Poisson dart</td>
<td>83</td>
<td>127</td>
<td>178</td>
<td>0.09</td>
</tr>
<tr>
<td>10</td>
<td>Proposed</td>
<td>81</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Random</td>
<td>61</td>
<td>70</td>
<td>41</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Grid-based</td>
<td>69</td>
<td>70</td>
<td>41</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Voxel centroid</td>
<td>73</td>
<td>70</td>
<td>65</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Poisson dart</td>
<td>74</td>
<td>70</td>
<td>65</td>
<td>0.04</td>
</tr>
</tbody>
</table>

apparent at the 50% sampling mark in our study, though the method is effective down to small sampling sizes.

**Artificial-Data Results**

The proposed method was used on a simulated spherical object function with 80,000 points spread in a spherical sampling pattern. This pattern is generated directly from Equation 7, which describes the sampling pattern of a TLS. Experimentally, the sphere was sampled at \( k = 2000 \) using a random permutation and the proposed method. The results are shown graphically in Figure 6. Visually, the random permutation retains the biased point selection along the poles. This bias is markedly repaired by the proposed method, and there appears to be a relatively uniform distribution of points along the sphere.

**Results of Visual Application**

A scene from a mangrove forest is shown in Figure 7. In the top left subplot, the original point cloud is shown with 6,747,951 points. This scene represents a typical mangrove forest, with a high degree of complexity and structure. The ground and points from objects close to the scanner are greatly over-sampled due to the effects already described. With this original scene, multiple candidate sampling techniques were used to down-sample the point cloud to 0.1% of its original size. This extreme level of down-sampling provides a good visualization of how structure is retained in point selection. In the random permutation, angular bias from the original point cloud is carried over, resulting in greatly over-sampled proximal objects and ground. The random permutation scarcely looks like the original point cloud, with a large loss of structure, especially for objects at greater range. Both the Poisson-dart and voxel-grid approaches do a good job of ameliorating angular oversampling, with fewer over-sampled ground points, but much of the structure of the objects from the original point cloud is not particularly well preserved. With the proposed method, a much larger portion of stem structure is retained, even at more distant ranges from the scanner. At the same time, this method works well to remove angular sampling bias.

**Discussion**

The proposed method has been evaluated both quantitatively and qualitatively through a case study and visual results. Visually, it is demonstrated to reduce sampling bias along the poles of a synthetic sphere. This range-independent correction is the result of Equation 9. In Figure 6 it can be seen that the sampling bias near the poles of the \( z \)-axis is reduced with the proposed method. This quality can be observed again in the CBL collect in Figure 7.

The proposed technique shows the best overall preservation of structure among the down-samples. The Poisson dart also performs competitively, with good structure preservation from the point cloud. The random permutation demonstrates a large degree of bias, particularly to the proximal and ground points. The voxel-grid method preserves structure fairly well but resamples the point cloud to a grid, resulting in some loss of clarity. The proposed method preserves stem structure even at an extreme decimation level (0.1% retention). Compared to the tested methods, the combined use of the inverse range and spherical correction is very effective in preserving stem structure.

In more quantitative assessment, stem reconstruction and volume assessment have been used for a proxy of sampling performance by Kargar and van Aardt (YYYY). The decrease in accuracy was higher in the plots with more structural complexity and density in terms of lidar points.

This is attributed to the fact that our down-sampling algorithm maintains the structure of the point cloud. This is achieved by providing a more uniform density distribution with respect to elevation angle and prioritizing more distant points. As a result, the impact of structural complexity—e.g., aboveground roots in this case—in the areas closer to the

Figure 6. Spherical sampling and down-sampling results. On the left, a spherical model is shown with 80,000 points. In the middle is a random permutation of \( k = 2000 \) points. It can be observed that this random permutation retains the sampling bias present at the poles of the sphere. On the right is the result of the proposed method with \( k = 2000 \). In the proposed method, the sampling effect is visually more uniform than both the original and the randomly sampled data.
scanner that are highly over-sampled is reduced. At 50% this effect is observed most prominently, with the disparity in structural sampling reflected in the accuracy of the techniques. At 10% the volume assessment is actually more accurate after sampling for all methods, but the proposed method still performs the best. This is reflected at lower sampling levels as well, but the difference between methods is diminished as the sampling becomes extremely sparse (≈1%).

Though this method has only been validated in mangrove-forest environments, we feel that it may hold promise for a wider variety of use cases. We hypothesize that in more sparse environments with great distance in range, the benefits of the proposed method will be even more pronounced. This proposed sampling method is based on first principles and should demonstrate similar performance on any TLS sampled evenly in spherical coordinates. In the future, it would be beneficial to understand the performance of this method as applied to other environments and use cases. For example, urban point clouds exhibit different spatial properties than those of many forested environments. The use of this method in such conditions will be a future area of research. In particular, it is of interest to examine the functional impact of sampling on three-dimensional tasks such as point-set registration (Aoki et al. 2019) in complex and noisy environments.

Conclusions
Spherical lidar scanners present a sampling problem when scanned in a conventional mode, where the poles of the sampling sphere are over-sampled relative to other hemispherical scan positions. Conventional methods of down-sampling (e.g., randomly selecting points) have failed to address this bias. A method of down-sampling by permutation, which uses weights derived from the geometry of the sampling, has been presented here and found to be effective in the reduction of this scanning bias. Specifically, this technique appears to be highly effective at preserving structure during sampling. This is observed under even extreme reduction scenarios (as low as 0.1%) in samples. We validated our hypothesis by applying this approach to forestry TLS data as a case study (stem-volume assessment in a complex mangrove forest). Stem-volume accuracy was compared between the proposed technique and several conventional down-sampling techniques at the same

Figure 7. Point-cloud visualization of forest-canopy data from a Compact Biomass LiDAR collect in Micronesia, showing an original collect (with a quarter slice removed for visualization purposes) in a dense jungle with 6 747 951 points. The other figures show the visual impact of conducting a 0.1% down-sample of points between several different methods.
decimation level. Our down-sampling approach resulted in statistically more accurate volume measurement of stems, averaging a 3.0% increase in accuracy compared to the next best method. In addition to quantitative measures, the proposed method results in visually more uniform point clouds along both spherical and natural sets of points. This method may be effective for preprocessing TLS point clouds to down-sample and remove spherical bias. Future work should involve more extensive case studies of how this technique could affect structural assessment and statistical conclusions derived from terrestrial scanning systems in other environments.
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Abstract

The directional-hemispherical reflectance and transmittance of needle-shaped leaves are redefined in this study. We suggest that the reflected and transmitted radiation of a leaf should be distinguished by the illuminated and shaded leaf surfaces rather than the usual separation of the two hemispheres by a plane perpendicular to the incoming radiation. Through theoretical analysis, we found that needle directional-hemispherical reflectance and transmittance measured by two existing techniques, namely Daughtry’s method and Harron’s method, could be significantly biased. This finding was proved by ray-tracing simulations intuitively as well as by inversions of the PROSPECT model indirectly. We propose the following requirements for needle spectral measurement in an integrating sphere: needles should be fully exposed to the light source, the interfusion of reflected and transmitted radiation on convex needle surfaces should be avoided, and multiple scattering of radiation among needles should be minimized.

Introduction

Needle-leaved plants represent a significant fraction of natural terrestrial ecosystems. For example, the boreal forest, the second-largest needle-leaf-dominated forest biome in the world (Astrup et al. 2018), covers ~50% of the North American boreal zone (Brandt et al. 2013) and nearly one-third of the Earth’s forest area (MacDicken et al. 2015). Thus, monitoring the temporal and spatial variation of needle-leaved plants is in the interest of studies of global change. The advent of spectroscopy and remote sensing has made such monitoring more efficient, convenient, and intuitive. The accuracy of relevant results, as well as the validity of corresponding conclusions, heavily depends on the fidelity of collected leaf spectra, which are the basic data required for retrieving leaf biochemical and biophysical traits.

An integrating sphere is a device commonly used in the remote-sensing community for leaf spectral measurements, due to its solid theoretical basis (Jacquez and Kuppenheim 1955; Miller and Sant 1958). It is a highly reflective cavity in appearance, with several holes or ports reserved for attaching samples, holding a light source or a white reference. When connected with a spectrometer, signals within the sphere can be captured so as to produce a reflectance, transmittance, or absorption curve. In most circumstances, the sample port of an integrating sphere can be completely covered by broad leaves, whose reflected and transmitted radiation can be clearly separated in this way (Figure 1a). However, needle-shaped leaves have distinct morphological characteristics. They are always too narrow to completely cover the sample port of an integrating sphere. Existing techniques, namely Daughtry’s method and Harron’s method, measure the directional-hemispherical reflectance (DHR) and transmittance (DHT) of needle-shaped leaves by putting an array of needle samples into a sample holder, which has to be no smaller than the sample port to be attached (the sample holder is also called a carrier in other studies). As already mentioned, an integrating sphere only
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Figure 1. Spectral measurements of (a) a broad leaf and (b) a needle with an integrating sphere. A magnifier is used to zoom in on the needle in (b). The needle, with convex surfaces, is narrower than the sample port of the integrating sphere. Part of the reflected radiation (pointed out by purple circles) goes in the forward direction away from the light source and is mixed with transmitted radiation. As a result, it is misclassified.
captures signals within the sphere; therefore, the two faces of the sample holder serve as the de facto reference plane for needles to distinguish reflected and transmitted radiation. The validity of such methods needs to be examined, as some radiation can be hard to define. For example, the radiation indicated by purple circles in Figure 1b is reflected at the needle surface but goes in the forward direction away from the light source and is not captured by the integrating sphere. As a result, it will be regarded as transmitted radiation. This phenomenon pushed us to review the definitions of DHR and DHT for needle-shaped leaves. However, we failed to find a clear definition in the existing literature. In order to solve the problem, it is necessary to define the DHR and DHT for needle-shaped leaves.

The DHR and DHT of a unit surface already have clear definitions (Schaepman-Strub et al. 2006). However, leaves are more than just flat surfaces, as they can also be thick objects. When a ray hits a surface without thickness, it will be either reflected from the surface or refracted after penetrating through the surface, following physical laws described by Fresnel or Snell’s equations; but when a leaf has a certain thickness, the ray penetrating through the leaf surface will undergo an additional radiative transfer process by interacting with the interior of the leaf. In this case, the reflectance from the surface contains two parts: the surface reflection and the internal scattering (Jacquemoud and Ustin 2008). In most circumstances, a lamina bifacial leaf has upper (facing incoming radiation) and lower (shaded) surfaces on which reflectance and transmittance can be defined. In these circumstances, the definitions of DHR and DHT for a unit surface can be applied directly to flat leaves such as broad leaves. But needle-shaped leaves are quite special and different in their morphological characteristics. With comparable width and thickness, needles could have many sides or circular or semicircular cross-sectional shapes, which do not have clear upper and lower surfaces. This raises an important issue for spectral measurements of needle reflectance and transmittance: how to distinguish reflected and transmitted radiation for needle-shaped leaves? This issue can be addressed faithfully by extending the DHR and DHT from unit surfaces to needles.

The goal of this article is to investigate the methods to separate reflected and transmitted radiation from needle-shaped leaves, based on which the DHR and DHT of needle-shaped leaves can be defined. The potential drawbacks of two existing techniques for measurements of needle DHR and DHT are also analyzed to demonstrate the importance of this separation. The specific objectives of this article are to demonstrate that the reflected and transmitted radiation of a leaf should be distinguished by the illuminated and shaded leaf surfaces, and to investigate the requirements for measuring needle reflectance and transmittance.

### Theory

#### Defining the DHR and DHT for Needle-Shaped Leaves

In this section, a needle with a semicircular cylindrical shape is shown as an example (Table 1). The definition given in the present study can also be applied to needles of other shapes. The needle has two degrees of freedom to describe its angular position, according to Chen and Black (1992): the longitudinal axis of the cylinder and the normal to the surface of some reference plane associated with the leaf. Only the cross-sectional views of the needle are displayed. All directions in three-dimensional space are projected into the cross-sectional plane.

**Identifying the Reflected and Transmitted Radiation of a Needle by the Illuminated and Shaded Leaf Surfaces**

The DHR of a unit surface is defined as the ratio of the radiant flux for light reflected by a unit surface area into the view hemisphere to the illumination radiant flux (Figure 2a; Schaepman-Strub et al. 2006). When the definition applies to a broad surface, no matter flat or rough, the total reflected radiant flux integrated over the whole illuminated face should be...
used instead (Figure 2b). Therefore, it can be inferred that the reflected and transmitted radiation of a broad surface should be distinguished by the illuminated and shaded faces. Similarly, the surface of a thick object such as a leaf (including but not limited to needles) can always be split into an illuminated part and a shaded part when exposed to collimated light, and the reflected and transmitted radiation can be separated by these two types of leaf surfaces (Figure 2c). All reflections happening at the leaf surface illuminated by the direct light (Figure 2c), regardless of their directions, contribute to the reflectance. The total reflectance also includes internally scattered radiation escaping from the illuminated side of the needle. The radiation escaping from the leaf interior via the shaded side of the needle is included in transmittance. It should be noted that the method proposed here to separate reflected and transmitted radiation is a generalized method which is also applicable to broad leaves. The shaded surface of a broad leaf includes the edges, which are always neglected in spectral measurements since little radiation comes out from this part of the leaf surface if the illuminated leaf surface is large enough (for example, as large as the sample port of an integrating sphere).

**The Needle Being Measured Must Be Fully Illuminated**

Although the reflectance and transmittance of a broad leaf may vary from one position to another due to the primary and secondary veins or due to surface roughness, they have been assumed to be quasi-identical across the whole leaf face, and the averaged values at several different points absent the primary veins are practically used in remote-sensing studies (e.g., Qiu et al. 2018). Therefore, broad leaves do not need to be fully illuminated in spectral measurements. In contrast, needle-shaped leaves are usually thick and narrow, and their leaf sides form a closed surface, not necessarily parallel or quasi-parallel. The reflectance and transmittance of a needle may change significantly when the needle is illuminated by collimated light in different directions (Figures 3 and 11). Thus a needle being measured must be fully illuminated (Figure 3b)—i.e., when the projected area of the needle (PAN) on a plane perpendicular to the incident direction is equal to the projected area of the needle’s illuminated surface (PAI).

**Figure 2.** Extending the directional-hemispherical reflectance (DHR) for (a) a unit surface to (b) a broad surface and finally (c) a thick object. The mutual shadowing created by the surface has been neglected.

**Figure 3.** Illustrations of (a) partial and (b) full illumination of a needle. The needle surface is illuminated by collimated light in the same direction. The shaded leaf surfaces are highlighted by the thick black lines. PAN is the projected area of the needle on a plane perpendicular to the incident direction (green lines). PAI is the projected area of the needle’s illuminated surface on a plane perpendicular to the incident direction. When PAN equals PAI, the needle is fully illuminated.

**Figure 4.** Directional-hemispherical reflectance and transmittance of a needle when it is fully illuminated by collimated light from different directions. The needle has a semicircular cross section (gray areas). PAN is the projected area of the needle on a plane perpendicular to the incident direction (green solid lines). The reflected and transmitted radiations are identified by the illuminated and shaded leaf surfaces. Note that in (a) and (b) the reflected radiation travels downward, crossing the horizontal plane. The shaded leaf surfaces are highlighted by thick black lines. All reflections happening at the leaf surface illuminated by direct light, regardless of their direction, contribute to the reflectance (red solid arrows). The total reflectance also includes internally scattered radiation escaping from the illuminated side of the needle (red dotted arrows). The radiation escaping from the leaf interior through the shaded side of the needle is included in the transmittance (blue dotted arrows).
Combined with the two points already mentioned, the DHR (DHT) of a needle is defined as the ratio of the total radiant flux reflected at or escaping from the illuminated surface (the internally scattered radiant flux escaping from the shaded surface) to the illumination radiant flux, when the needle is fully exposed to collimated light (Figure 4). The DHR and DHT of a needle may change with the illumination direction (Figures 4 and 11), and this change could be very large, since the needle morphology determines the distribution of incident angles—which is important for both the specular reflection at the needle surface and the diffuse scattering within the leaf tissues (McClendon 1984; Grant, Daughtry and Vanderbilt 1993). Therefore, the uncertainties caused by the illumination direction should be minimized, and it is strongly recommended to measure the DHR and DHT when the PAN is maximum and the illuminated leaf surface area is minimum (i.e., Figure 4c), which ensures a maximum probability of incidences happening at near-normal angles so that more light can enter into the needle. However, in some scenarios, such as simulating canopy reflectance by a geometrical-optical model, where needles are illuminated by light from various directions, it is better to average the DHR and DHT over different illumination angles.

Potential Drawbacks of Existing Techniques for Needle DHR and DHT Measurements

According to the review by Yáñez-Rausell et al. (2014), there are three main approaches to measuring DHR or DHT of needle-shaped leaves: Hosgood’s (Hosgood et al. 1995), Harron’s (Harron 2002), and Daughtry’s method (Daughtry, Biehl and Ranson 1989). The first approach measures the infinite reflectance of a needle stack contained in a glass cuvette by putting the cuvette against the sample port of an integrating sphere, and therefore it is not a focus of this article. The other two approaches use a sample holder instead of a glass cuvette to expose a mat of needles to the sample port, and in this way the averaged DHR and DHT of a single needle can be measured. This section will make a brief introduction to the two existing methods for DHR and DHT measurement and analyze their strengths and limitations. There are other integrating-sphere-based methods to measure the reflectance and transmittance of needlelike leaves, such as double-integrating-sphere systems (Pickering et al. 1992; Pickering et al. 1993; Pot kova et al. 2016; Můtus, Hovi and Rautiainen 2017). The sample holders used in these methods are similar to that used in Daughtry’s method; therefore, we regard them the same as Daughtry’s method.

Daughtry’s Method

The method proposed by Daughtry et al. (1989) measures the DHR and DHT by placing a mat of needles on tape (Figure 5) against the sample port of an integrating sphere. The key process of this method is to determine the gap fraction (GF) between needles, which was originally addressed by a painting technique with two-series measurements. However, the painting of each needle sample is labor-intensive and time-consuming, and therefore several studies (e.g., Middleton et al. 1996; Mesarch et al. 1999; Malenovský et al. 2006; Lukš et al. 2013; Marín et al. 2016; Hovi, Raitio and Rautiainen 2017; Abdullah et al. 2018) have used an image-capture technique instead to make a more direct and faster determination of the GF. Noda et al. (2013) even tried to skip the annoying GF-determination step by attaching a white paper to the back of the sample holder. A recent application of Daughtry’s method is to measuring chlorophyll fluorescence spectral properties of needle-shaped leaves (Rajewicz et al. 2019).

---

**Figure 5.** An illustration of the sample holder used by Daughtry’s method. (a) and (b) are sample holders designed for long and short conifer needles, respectively. Both the top side (left figures) and underside (right figures) of the sample holders are shown.

---

**Figure 6.** Cross-sectional comparisons between (a) the definition of directional-hemispherical reflectance and transmittance given in the text and (b) Daughtry’s method. PAN is the projected area of the needle on a plane perpendicular to the incident direction (green lines). PAI is the projected area of the needle’s illuminated surface on a plane perpendicular to the incident direction. All needles are fully illuminated in Daughtry’s method, but in this figure, just one needle is illuminated. The reference planes used by Daughtry’s method are the two faces of the sample holder (the purple dotted lines). Any radiation penetrating through the upper plane in the opposite direction to incident rays is regarded as reflected radiation; otherwise, it is transmitted radiation, no matter whether it is from the surface or the interior of the needle. The cyan arrows represent the radiation misclassified by Daughtry’s method due to the use of an improper reference plane. Multiple scattering of light between needles cannot be avoided in Daughtry’s method.
The major drawback of Daughtry’s method is that the two faces of the sample holder, rather than the illuminated and shaded surfaces of needles, are the de facto reference to distinguish the reflected and transmitted radiation (Figure 6). The radiation scattered at needle edges may penetrate through the sample holder and be counted as transmitted radiation by mistake (Figure 6b). Moreover, multiple scattering between needles is not considered when calculating the final DHR and DHT (shown in Figure 6b). According to Mesarch et al. (1999), if interactions between needles are ignored, the optical properties measured by Daughtry’s method will be more accurate in samples of smaller GF. However, smaller GF means stronger radiative interactions between needles, which cannot be neglected for accurate spectral measurements. Theoretically, Daughtry’s method is able to measure the absorption of needles accurately as long as multiple scattering between needles is neglected, since all reflected and transmitted radiation can be captured—even though they may be misclassified due to the improper reference planes for separating reflected and transmitted radiation (i.e., the faces of sample holder). However, Olascoaga et al. (2016) compared the needle absorption measured directly by their revised internal method (needle reflectance and transmittance cannot be measured by this method) with the absorption measured by Daughtry’s method under different GFs and found significant differences between these two products. Multiple scattering between needles is likely to be responsible for the inconsistency between the experimental results and our theoretical analysis.

Harron’s Method
The reference used by Harron’s (2002) method to distinguish reflected and transmitted radiation is one of the faces of the sample holder as well. The main difference between Daughtry’s method and Harron’s lies in the design of the sample holder. Harron specially molds a pair of black anodized-aluminum carriers with independent slots, each of which holds a needle (Figure 7). In this way, multiple scattering between needles can be eliminated effectively. However, different needle species need different types of carriers, since the slots must fit well to the needles. Moreover, when wrapped in slots, needles cannot be fully exposed to light (as the examples shown in Figure 4), so part of the internally scattered radiation will be absorbed by slot walls, prohibiting a full consideration of the optical properties (Figure 8).

Materials and Methods
Simulating Daughtry’s, Harron’s, and Defined Reflectance and Transmittance by Ray Tracing
A two-dimensional ray-tracing technique was used to simulate DHR and DHT of needle-shaped leaves. Ray tracing can be implemented by sending massive rays and tracing the reflection, transmission, scattering, and absorption of each ray at leaf surfaces or within the leaf interior. Summing over the reflected and transmitted fluxes of all rays and dividing by the total incident flux produces the final reflectance and transmittance.

There are three sets of DHR and DHT to compare in this study: those simulated based on Daughtry’s and Harron’s protocols and the definitions given in the present study. Hereafter, they are called Daughtry’s, Harron’s, and reference and transmittance. With the help of ray tracing, differences among these three sets of reflectance and transmittance were investigated for two needle shapes (triangular and semicircular) when collimated light was incident on different needle sides (flat or convex; Table 1). In order to simplify the radiative transfer of rays, the leaf interior was assumed to be homogeneous. Possible mutual masking created by leaf roughness (Bousquet et al. 2005), the hot spot (Comar et al. 2012), and scattering happening inside needles were neglected. All the needles were supposed to have rough surfaces, which was implemented in codes by giving needle surfaces a random tilt angle to ensure an incident angle in [0°, 40°] for rays traveling from air to needle (Bousquet et al. 2005) and one in [0°, 90°] for rays traveling from needle to air. The refraction and
reflection happening at needle surfaces were quantified by Fresnel equations and Snell’s law, while the absorption by leaf tissues was calculated by the Beer–Lambert law. Four biochemical constituents were included. They are chlorophyll, carotenoid, water, and dry matter. Absorption coefficients of these four constituents as well as leaf surface refractive indices were taken from PROSPECT-5 (Féret et al. 2008).

The needles used in ray tracing are simplexes, not microscopic anatomical images of real needles, for three reasons: The anatomical structures of real leaves are too complex; it requires too much computation to trace the optical properties of needles by microscopic images, because multiple complicated processes are involved, such as vectorization; and no matter what the object being measured is, the differences between Daughtry’s method, Harron’s method, and our definition can always be investigated as long as the object is same for all methods. We have maintained primary physical and chemical traits of real needles (leaf surface roughness, needle shape, and biochemical constituents) as much as we can, but even so, the ray-tracing technique is not guaranteed to produce real and accurate needle reflectance and transmittance.

The ray number and tracing repetitions need to be optimized to avoid excessive tracing as well as to save computational costs. Less noise was observed with more rays (Figure 9a), but the spectra basically overlapped after being smoothed with a 10-nm moving-window averaging scheme (Figure 9b). Thus, 1500 rays were sent in this study. The radiant flux of a ray decreased when the ray was traced more times, and can be neglected after 10 tracings (Figure 9c). Therefore, the tracing repetitions were set to be 10 for all rays.

In this study, the reference reflectance and transmittance were treated as the benchmark based on which the absolute error (AE) and relative error (RE) of Daughtry’s and Harron’s reflectance, transmittance, and absorption were calculated, according to the equations

$$AE(\lambda) = S^*(\lambda) - S(\lambda)$$

$$RE(\lambda) = (S^*(\lambda) - S(\lambda))/S(\lambda),$$

where $S^*(\lambda)$ represents Daughtry’s or Harron’s reflectance, transmittance, or absorption at wavelength $\lambda$, and $S(\lambda)$ denotes the corresponding reference reflectance, transmittance, or absorption.

**Demonstrating the Incompleteness of Harron’s Reflectance and Transmittance Indirectly by Model Inversions**

One of the main conclusions drawn in this study is that DHR and DHT measured by Harron’s method can be incomplete, which will result in prominent overestimation of needle absorption. This conclusion can be proved by inversions of an optical-properties model. Existing optical-properties models are built on the same basic premise: the sum of reflectance $R$, transmittance $T$, and absorption $A$ equals 1—that is,

$$R + T + A = 1.$$  

If leaf absorption is overestimated, it will result in overestimation of leaf biochemical contents. So if significant positive biases are observed for estimated biochemical constituents, the absorption is overestimated, in support of our conclusion.

In this study, the PROSPECT-5 model (Jacquemoud and Baret 1990; Féret et al. 2008) was chosen. There are other optical-properties models, such as LIBERTY (Dawson, Curran and Plummer 1998), LEAFMOD (Ganapol et al. 1998), and SLOP (Maier, Lüdeker and Günther 1999). We chose PROSPECT-5 because it has been widely used in the remote-sensing community. The LIBERTY model, which was developed for needle-shaped leaves, was not used in this study because several potential flaws in its physical architecture have been found (Wang and Ju 2017).
Since only chlorophyll and carotenoid are available in this study, to explore the influences of the measured partial reflectance and transmittance on model inversions we first run the PROSPECT-5 model in backward mode, with the spectral range restricted to 400–690 nm and the absorption assumed to be determined only by chlorophyll and carotenoid (Scheme 1). The spectral range was selected according to the absorption coefficient spectra available in this model. To allay concerns about the influences of other biochemical constituents on the inversion results, another scheme (Scheme 2) was also carried out. In this scheme, PROSPECT-5 was run in backward mode to estimate chlorophyll, carotenoid, equivalent water thickness, and leaf mass per area simultaneously using the spectral information of 400–900 nm. Wavelengths longer than 900 nm were removed due to low signal-to-noise ratio. Finally, the coefficient of determination ($R^2$) and relative mean standard error (RMSE) were calculated for both chlorophyll and carotenoid.

**Data**

**Study Sites and Needle Sampling**

Four field experiments were carried out in June, July, and August of 2003 and August of 2004 near Sudbury, Ontario, Canada (46°49′13″ N to 47°12′29″ N, 81°22′29″ N to 81°54′30″ N), where 10 large black spruce (Picea mariana (Mill.) stands were selected as study sites. In each site, five trees were marked for sampling. Usually, one shoot is taken from each tree for subsequent spectral measurements and chemical analysis. But some trees had obvious young or old needles, and therefore additional shoots were sampled for these trees. In August of 2004, a medium-sized tree from one mature site was selected to analyze the influences of needle age and branch orientation on the variation of needle optical, biophysical, and biochemical parameters. Four shoots were sampled from this tree from four orientations—i.e., north, south, east, and west branches. Needles of different age classes (1998–2004) were taken from each shoot for biochemical measurements. There were 91 samples in total, but four were discarded due to loss of the spectra file. In the end, only 87 samples were available in this study.

**Measurements of Needle Optical Properties**

Harron’s method was adopted to measure the reflectance and transmittance of black-spruce needles. The equipment used in this method include a FieldSpec Pro FR spectroradiometer (Analytical Spectral Devices, Inc., Boulder, Colo.) and a LI-COR 1800-125 integrating sphere (LI-COR, Inc., Lincoln, Neb.). They were connected with each other via an optical fiber. The spectroradiometer captures signals from the integrating sphere and produces spectra ranging from 350 to 2500 nm at 1-nm intervals. There are five ports in the integrating sphere. The measurements include the reference signal (RSS), the transmittance signal (TSP), the reflectance internal standard (RTS), the reflectance ambient (RSA), and the dark measurement (DRK). The detailed configurations of the integrating sphere for these five parameters are listed in Table 2 and illustrated in Figure 10. The DHR and DHT of leaves were calculated as

$$DHR(\lambda) = \left( \frac{RSS - RSA}{RTS - RSA} \right) \cdot R(\lambda)$$  \hspace{1cm} (5)

$$DHT(\lambda) = \left( \frac{TSP - DRK}{RTS - RSA} \right) \cdot R(\lambda)$$  \hspace{1cm} (6)

Table 2. Configuration of the integrating sphere in Figure 10.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Port A</th>
<th>Port B</th>
<th>Port C</th>
<th>Port D</th>
<th>Port E</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSA</td>
<td>L</td>
<td>W</td>
<td>EC</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>RSS</td>
<td>L</td>
<td>W</td>
<td>C</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>RTS</td>
<td>L</td>
<td>C</td>
<td>W</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>TSP</td>
<td>P</td>
<td>W</td>
<td>O</td>
<td>L + C</td>
<td>P</td>
</tr>
<tr>
<td>DRK</td>
<td>P</td>
<td>W</td>
<td>C</td>
<td>L (power off)</td>
<td>P</td>
</tr>
</tbody>
</table>

C = sample holder with samples; DRK = dark measurement; EC = empty sample holder; L = light source; O = empty port with light trap; P = white plug; RSA = reflectance ambient; RSS = reference signal; RTS = reflectance internal standard; TSP = transmittance signal; W, white reference.

Table 3. Maximum, minimum, and initial values for PROSPECT-5 in the backward inversion.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>N</th>
<th>$C_{ab}$ (μg/cm$^2$)</th>
<th>$C_{tx}$ (μg/cm$^2$)</th>
<th>EWT (cm)</th>
<th>LMA (g/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum</td>
<td>6</td>
<td>150</td>
<td>30.0</td>
<td>0.100</td>
<td>0.0300</td>
</tr>
<tr>
<td>Minimum</td>
<td>1</td>
<td>8</td>
<td>0.0</td>
<td>0.001</td>
<td>0.0010</td>
</tr>
<tr>
<td>Initial</td>
<td>3</td>
<td>28</td>
<td>6.3</td>
<td>0.011</td>
<td>0.0054</td>
</tr>
</tbody>
</table>

$C_{ab}$ = chlorophyll $a + b$; $C_{tx}$ = total carotenoid; EWT = equivalent water thickness; LMA = leaf mass per area; $N$ = number of plates (the structural parameter in PROSPECT-5).
where \( R(\lambda) \) is the reflectance of the calibrated reference standard at wavelength \( \lambda \) (nm), which has been provided by the manufacturer of the integrating sphere. Other parameters needed in Equations 5 and 6 are listed in Table 2.

A pair of black anodized-aluminum carriers designed by Harron (2002) were used in this study to hold needle samples. Five needles were mounted in the five independent slots of the carriers against the sample port of the integrating sphere during measurements. Harron’s protocol has been evaluated in detail with Boreal Ecosystem-Atmosphere Study (BOREAS; RSS-04 1994) data on the jack pine.

Measurements of Needle Biophysical Properties and Chlorophyll Contents

Following the needle optical measurements, the width and thickness of individual needles were measured using a digital caliper (Marathon Company, City, Canada). The needles were then stored in separate freezer bags and placed in a cooler with ice (0°C) for transport to a laboratory and stored at −23°C after arrival. Further measurements were conducted in a laboratory of the Ontario Forest Research Institute before the needles were dehydrated and shrunk. Needle chlorophyll content was measured using the method described by Moor, Miller, and Noland (2008). Table 4 provides a summary of the measured structural parameters, chlorophyll content (\( C_{ab} \)), and total carotenoid content (\( C_{xc} \)). Descriptions of the black-spruce data set are also given by Zarco-Tejada et al. (2004) and Zhang et al. (2008).

Table 4. Statistics of the structural parameters, chlorophyll content (\( C_{ab} \)), and total carotenoid content (\( C_{xc} \)) of the black-spruce data set.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Width (cm)</th>
<th>Thickness (cm)</th>
<th>( C_{ab} ) (μg/cm²)</th>
<th>( C_{xc} ) (μg/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>0.11</td>
<td>0.07</td>
<td>11.97</td>
<td>3.18</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.22</td>
<td>0.12</td>
<td>48.71</td>
<td>10.29</td>
</tr>
<tr>
<td>Mean ± SD</td>
<td>0.16 ± 0.03</td>
<td>0.09 ± 0.01</td>
<td>28.95 ± 8.62</td>
<td>6.33 ± 1.62</td>
</tr>
</tbody>
</table>

Figure 11. Simulated directional-hemispherical (a) reflectance and (b) transmittance spectra of needles with different shapes under different measurement protocols. Measurement technique, needle shape, and incident direction are noted in the legend. The concentrations of chlorophyll, total carotenoid, water, and dry matter are set to be, respectively, 720 μg/cm², 160 μg/cm², 0.34 g/cm², and 0.07 g/cm². The needle width is 0.15 cm. The slot width of Harron’s method is set to 0.075 cm. The refractive indices needed in Equations 5 and 6 are listed in Table 2.

Results

Accuracy of Daughtry’s and Harron’s Methods

We compared Daughtry’s and Harron’s reflectance and transmittance with the reference reflectance and transmittance of the same needle shape simulated under the same illumination conditions (Figure 11) and found that both Daughtry’s and Harron’s reflectance and transmittance are biased with respect to the reference. Moreover, the bias varies with wavelength.

There are larger discrepancies for Daughtry’s method when measuring reflectance and transmittance at wavelengths in the near-infrared region (NIR, 800–1400 nm) and shortwave infrared (1500–1900 nm), where light is rarely absorbed. However, at wavelengths with strong absorption characteristics, such as the visible spectral region and the atmospheric window, this method shows better performance. A trade-off was found between the biases of Daughtry’s reflectance and transmittance (Figure 12b). Therefore, the absorption measured by Daughtry’s method agrees well with the reference absorption across the whole spectral range (400–2500 nm) if and only if multiple scattering between needles is neglected.

By contrast, Harron’s reflectance and transmittance contain larger errors than Daughtry’s. Both the reflectance and transmittance were underestimated across the whole spectral range compared with the reference, with more obvious underestimation in weak-absorbing spectral regions, resulting in significant overestimation of the needle absorption.

Influence of Incident Direction of Light on the Accuracy of Daughtry’s and Harron’s Methods

Daughtry’s reflectance and transmittance were biased regardless of the incident direction (max |RE|>50%), while no obvious bias was observed for the absorption (Figure 12), due to the trade-off between the biases of the reflectance and transmittance. So Daughtry’s method will not underestimate or overestimate needle absorption if multiple scattering between needles is not considered.

When light struck on the flat sides of the needles, Daughtry’s reflectance was overestimated and transmittance underestimated, whereas when it struck on the convex sides, the reflectance and transmittance were underestimated and overestimated, respectively, demonstrating the great influence of incident direction on accuracy with Daughtry’s method.

The error of Daughtry’s reflectance contained greater errors at wavelengths where light is weakly absorbed (|RE|>50%) than at other wavelengths, but the relative error of transmittance was smaller than 10%.

Both Harron’s reflectance and transmittance were negatively biased, while absorption was positively biased no matter whether the convex or flat sides of the needles were illuminated. The most
shocking overestimation of absorption happened in NIR (1 REL ≈ 1500%; see Figure 12).

In general, the reflectance was measured more accurately when light was incident on the flat sides of the needles, for both Daughtry’s and Harron’s methods.

**Influence of Needle Shape and Size on the Accuracy of Daughtry’s and Harron’s Methods**

The errors of both methods varied with needle shape (Figure 11 and 12). NIR and shortwave infrared were the spectral regions where the largest errors of reflectance appeared. Without considering multiple scattering between needles, the absorption of needles could be measured accurately by Daughtry’s method regardless of needle shape. In contrast, the absorption simulated with Harron’s method was obviously overestimated, and its accuracy was more sensitive to needle shape.

Significant but wavelength-dependent differences were observed between the reflectance and transmittance of needles of different sizes regardless of measurement method (Figure 12). Increasing needle size exhibited a rising trend in needle transmittance, particularly evident in strongly absorbing spectral regions such as the visible spectral region (Figure 13). In terms of accuracy, the relative and absolute errors of Daughtry’s and Harron’s reflectance and transmittance changed little with needle size (Figures 14 and 15), indicating marginal influence of needle size on the precision of Daughtry’s method. The absolute errors of Harron’s reflectance, transmittance, and absorption were stable across different needle sizes, but the relative error of absorption changed dramatically due to the critical variations in the reference absorption (Equation 2).

**Influence of Leaf Biochemical Parameters on the Accuracy of Daughtry’s and Harron’s Methods**

Both Daughtry’s and Harron’s transmittance in the visible domain shrank (Figure 16), with decreasing absolute error (Figure 17), as chlorophyll concentration increased. The largest error appeared at green wavelengths near 555 nm, where relatively less radiation was absorbed by the needles.

Daughtry’s method showed excellent performance in the blue spectral domain (400–500 nm in Figure 6). When light struck the flat sides of the needles, the absolute errors of Daughtry’s reflectance and transmittance in this domain were close to 0; by contrast, those of Harron’s transmittance were much larger.

No bias was found for Daughtry’s absorption, no matter what the chlorophyll concentration of the needle. Harron’s absorption was significantly overestimated compared with the reference.

**Influence of the Sample Holder’s Aperture Width on the Accuracy of Harron’s Method**

Figure 19 displays the variations in the reference absorption with the aperture width of the sample holder under the same needle shape and incident direction. The wider the aperture, the more accurate Harron’s method was. When the aperture width is equal to the needle width or larger, Harron’s method actually measures the defined benchmark reflectance and transmittance. The absorption of needles will always be underestimated by Harron’s method as long as the aperture width is smaller than the needle width.

**PROSPECT-5 Inversions**

When just chlorophyll and carotenoid contents were estimated with the PROSPECT-5 model, pronounced overestimation was observed for both pigments (Scheme 1 in Figure 19).
Figure 13. Daughtry’s, Harron’s, and defined reflectance and transmittance of different-size needles. The captions convey information about measurement protocol, needle shape, and incident direction of light. The concentrations of chlorophyll, total carotenoid, water, and dry matter are set to be, respectively, 720 μg/cm$^3$, 160 μg/cm$^3$, 0.34 g/cm$^3$, and 0.07 g/cm$^3$. The refractive indices are taken from PROSPECT-5. The slot width for Harron’s method is set to half the needle width.

Figure 14. Absolute error of Daughtry’s and Harron’s methods for different-size needles. The captions convey information about spectral type, measurement technique, needle shape, and incident direction of light. The concentrations of chlorophyll, total carotenoid, water, and dry matter are set to be, respectively, 720 μg/cm$^3$, 160 μg/cm$^3$, 0.34 g/cm$^3$, and 0.07 g/cm$^3$. The error is assessed with respect to the reference proposed in this study (Equations 1 and 2).

Figure 15. Relative error of Daughtry’s and Harron’s methods for different-size needles. The captions convey information about spectral type, measurement technique, needle shape, and incident direction of light. The concentrations of chlorophyll, total carotenoid, water, and dry matter are set to be, respectively, 720 μg/cm$^3$, 160 μg/cm$^3$, 0.34 g/cm$^3$, and 0.07 g/cm$^3$. The error is assessed with respect to the reference proposed in this study (Equations 1 and 2).
Figure 16. Daughtry’s, Harron’s, and defined reflectance and transmittance (visible spectral region: 400–700 nm) of needles with different chlorophyll concentrations. The captions convey information about measurement protocol, needle shape, and incident direction of light. The concentrations of total carotenoid, water, and dry matter are set to be, respectively, 160 μg/cm³, 0.34 g/cm³, and 0.07 g/cm³. The refractive indices are taken from PROSPECT-5. The needle width is 0.15 cm. The slot width for Harron’s method is set to 0.075 cm.

Figure 17. Absolute error of Daughtry’s and Harron’s methods for needles with different chlorophyll (chla) concentrations. The captions convey information about measurement technique, needle shape, and incident direction of light. The concentrations of total carotenoid, water, and dry matter are set to be, respectively, 160 μg/cm³, 0.34 g/cm³, and 0.07 g/cm³. The refractive indices are taken from PROSPECT-5. The error is assessed with respect to the reference proposed in this study (Equations 1 and 2).

Figure 18. Relative error of Daughtry’s and Harron’s methods for needles with different chlorophyll (chla) concentrations. The captions convey information about spectral type, measurement technique, needle shape, and incident direction of light. The concentrations of total carotenoid, water, and dry matter are set to be, respectively, 160 μg/cm³, 0.34 g/cm³, and 0.07 g/cm³. The refractive indices are taken from PROSPECT-5. The error is assessed with respect to the reference proposed in this study (Equations 1 and 2).
The overestimation of chlorophyll was not alleviated when more kinds of biochemical constituents were added into the model inversion (Scheme 2 in Figure 21a), demonstrating that the overestimation is not caused by the inversion strategy. The model failed to estimate the carotenoid content of black-spruce needles ($R^2 = 0.087$) when other biochemical constituents, such as equivalent water thickness and leaf mass per area, were added. These observations are similar to the finding by Féret et al. (2019) that PROSPECT shows better performance in the estimation of leaf mass per area and equivalent water thickness when using spectral information from 1700 to 2400 nm than when using broader spectral ranges.

There are two causes that might be responsible for the failure of carotenoid estimation in Scheme 2. First, Harron’s method is compromised and will cause overestimation of absorption, which cannot be quantified and may vary across samples. Second, the absorption of carotenoid is shaded by that of chlorophyll. The absorption of carotenoid is prominent in 400–560 nm. Above 560 nm, chlorophyll dominates the absorption. Dry matter also shows significant absorption in 400–560 nm. The mechanism of PROSPECT-5 inversion is to sum all the squared errors between measured and estimated reflectance and transmittance across the whole spectral range of interest and find the minimum of the least-square-based sum (Equation 4). So if the selected spectral range is wider than the absorption features of carotenoid and chlorophyll, and other constituents such as water and dry matter are added, the accuracy of carotenoid and chlorophyll estimations will degrade. The results prove that the measured biased reflectance and transmittance will cause an overestimation of the biochemical contents of needle-shaped leaves.

**Discussion**

Leaf DHR and DHT play an important role in both leaf-scale and canopy-scale remote-sensing studies. At the leaf scale, they are the fundamental data for leaf biochemical constituent inversions, using either spectral-index models or leaf optical-properties models. At the canopy scale, leaf DHR and DHT are often needed to evaluate or eliminate the influences of canopy structure and background on canopy reflectance (e.g., Zhang et al. 2008; Croft et al. 2015). If collected leaf spectra are compromised, remote-sensing models developed based on them will also be compromised, leading to problematic applications to biochemical parameter retrieval.

Due to needles’ narrow and thick morphological characteristics, a clear understanding of how to distinguish between reflected and transmitted radiation is needed for the sake
of accurate reflectance and transmittance measurement; but unfortunately, this issue has not been addressed with existing techniques. This study investigated primary integrating-sphere-based spectral measurement methods for needle-shaped leaves from a theoretical point of view and gives a definition that may be helpful for the development of new measurement techniques.

Daughtry’s method measures the reflectance and transmittance of needles with opposite biases, resulting in high accuracy in needle absorption measurement. The biases in reflectance and transmittance are more prominent in spectral regions characterized by weak absorption, such as NIR, than in other spectral regions. When an incident ray strikes on the surface of a needle, most (>90%) of the energy of this ray will penetrate through the surface and interact with the leaf interior according to Fresnel equations, but little radiation arrives at the shadow surface after perhaps one pass from the illuminated surface if the ray is strongly absorbed; therefore, the first one or two passes inside the needle may determine the final reflectance and transmittance of the ray, while the remaining passes of the ray play a marginal role. However, if the ray is weakly absorbed, it needs more time to decay to such a degree that the remaining passes can be neglected, resulting in potential biases of measured reflectance and transmittance relative to the defined reference due to an improper reference plane used by Daughtry’s method. Mutual shadowing between needles was found to be insignificant in reducing the accuracy of Daughtry’s method. This conclusion needs to be verified by experiments in further studies, as in this study the leaf interior is assumed to be homogeneous and radiative scattering is neglected. The transmittance and absorption measured by Daughtry’s method are theoretically more accurate than the reflectance (overall—not absolutely—Daughtry’s method may produce transmittance with large relative errors in some cases, such as in the region of 400–550 nm, when light is incident on the convex side of semicircular-shaped needles; see Figure 12). Therefore, Daughtry’s transmittance and absorption can be used in spectroscopic studies of leaf biochemistry, but they are hard to apply to remote-sensing studies at the canopy scale, in which reflectance is the leading optical property.

The biased reflectance and transmittance may introduce great errors in some measured properties such as needle surface refractive index. As mentioned before, the reflectance of a leaf includes two parts: surface reflection and internal scattering. Daughtry’s method uses the surfaces of the sample holder rather than the surfaces of needles as the reference plane to distinguish reflected and transmitted radiation. As a result, some reflected radiation, from needle surfaces or interior or both, are incorrectly regarded as transmitted radiation. Current leaf optical-properties models, such as PROSPECT, use a set of fixed refractive indices to describe the reflectance happening at leaf surfaces. The refractive indices were calibrated for broad leaves whose reflectance and transmittance can be measured accurately by integrating spheres without any sample holder, as the leaves are broad enough to cover the sample port of integrating spheres. In this case, the leaf surfaces are acting as the reference plane to identify reflected and transmitted radiation, which is consistent with the definition. Therefore, the biased reflectance and transmittance measured by Daughtry’s method are likely to result in unsatisfactory performance of leaf optical models. Some studies, such as by Malenovský et al. (2006), attribute the biased performance of PROSPECT with needles to the model structure developed for broad leaves, without paying sufficient attention to possible biases in measured needle reflectance and transmittance. These studies have thus recalibrated the biochemical and biophysical parameters simulated with their measured biased needle reflectance and transmittance. Actually, such recalibrations could be misleading if the measured needle reflectance and transmittance are biased. Compared with Daughtry’s method, Harron’s method measures both the reflectance and transmittance of needles with negative errors; therefore its measured absorption is always positively biased, which may lead to pronounced overestimation of leaf biochemical traits.

Both Daughtry’s and Harron’s methods take the faces of sample holders as the reference plane to distinguish between reflected and transmitted radiation; such sample holders will result in possible biases of measured reflectance and transmittance from convex objects. Therefore, the Gordian knot of accurate measurement of needle reflectance and transmittance may be the design of sample holders that can capture the reflected radiation from a convex needle surface in the forward scattering direction (away from the light source). There may be two viable solutions to cutting the knot. The first one is to design a sample holder for a single needle in an integrating sphere. The needle is placed on a flat supporting surface at the receiving side of the sphere with the following conditions: the area under the needle is black so that it does not reflect transmitted radiation through the needle, and the unshaded supporting surface is 100% white so that the radiation reflected by the needle in the forward direction can be reflected back into the integrating sphere. However, such a measuring system has a rather strict requirement for high sensitivity of the measuring sensor, since a needle is often too narrow to provide sufficient signals for measurement.

The second solution is to use multiple needles in a similar setting to the first solution’s, in order to provide enough signals for measurement. With a blackened supporting surface...
under each needle and white surfaces between needles, all radiation reflected by the needles in the forward direction can be reflected back to the integrating sphere. However, the radiation reflected by the white surface would interact with the needles and be partly absorbed by the needles. Hence a small reflective ridge may be placed between needles to prevent mutual scattering between them. A practical solution would be to place each needle in a concave trough with width selected to minimize the scattering back to the same needle. Although we have not found a practical solution to this complex issue, we would like to specify the requirements for measuring reflectance from a convex needle surface: the surface should be fully exposed to the incoming radiation, the interfusion of reflected and transmitted radiation on convex needle surfaces should be avoided, and for a holder with multiple needles, multiple scattering among needles should be avoided.

Conclusions
This study demonstrates that the directional-hemispherical reflectance and transmittance of needle-shaped leaves measured by two widely used techniques with integrating spheres can be significantly biased, which is obvious across the whole spectral range for Harron’s method and remarkable at spectral regions with weak absorption characteristics for Daugtry’s method. This finding is of fundamental importance for diverse research fields where accurate DHR and DHT of needle-shaped leaves are needed. To address this issue, we proposed a definition of needle leaf reflectance and transmittance based on a reference plane which separates the illuminated and shaded sides of needles. We also proposed basic requirements for making measurements of needle reflectance and transmittance using an integrating sphere, including a collimated light source, full exposure of the entire needles to the light source, and exposure of the largest side to the light source. The definition given in this study can serve as a theoretical foundation for the development of new measurement techniques.
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Pavement Macrotexture Determination Using Multi-View Smartphone Images
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Abstract
Pavement macrotexture contributes greatly to road surface friction, which in turn plays a vital role in reducing road accidents. Conventional methods for macrotexture measurement are either expensive, time-consuming, or of poor repeatability. Based on multi-view smartphone images collected in situ, this paper develops and evaluates an affordable and convenient alternative approach for pavement macrotexture measurement. Photogrammetric computer vision techniques are first applied to create high resolution point clouds of the pavement. Analytics are then developed to determine the macrotexture metric: mean profile depth by using the image-based point clouds. Experiments are carried out with 790 images over 25 spots on three state routes and six spots at an Indiana Department of Transportation test site. We demonstrate multi-view smartphone images can yield results comparable to the ones from the conventional laser texture scanner. It is expected that the developed approach can be adopted for large scale operational uses.

Introduction
The quality properties of road pavements have direct and significant impacts on road safety. According to Indiana Crash Facts 2017 (Sapp, Thelin, and Nunn 2017), about 200,000 vehicle crashes occurred in Indiana every year from 2013 to 2017, of which about 34,000 accidents resulted in injuries and 755 accidents caused fatalities. Twenty percent of these accidents were further attributed to insufficient surface friction on road curves.

It is therefore essential to provide adequate friction and drainage to reduce the possibility of accidents on roads. These two properties are mainly determined by pavement (surface) textures. Pavement texture, which can be defined as the deviation of a pavement surface from a true planar surface (Li, Wang, and Li 2016), directly affects various parameters resulting from tire-road interactions such as friction, tire noise, skid resistance, tire wear, rolling resistance, splash and spray, traffic vibration, etc. (Ejmont et al. 2016; Das, Rosauer, and Bald 2015; Yaacob et al. 2014). It was suggested at the 1987 Permanent International Association of Road Congresses (PIARC), depending on the amplitude and wavelength of a feature, to divide the pavement surface characteristics (the geometric profile of a road in the vertical plane) into four categories: roughness (unevenness), megatexture, macrotexture, and microtexture (Dong, Prozzi, and Ni 2019; Bitelli et al. 2012; Dunford 2013).

Roughness refers to the unevenness, potholes, and large cracks on road surfaces that are larger than a tire footprint (Dong, Prozzi, and Ni 2019; Bitelli et al. 2012; Dunford 2013). Megatexture is associated with deviations in wavelengths from 50 mm to 500 mm and vertical amplitudes ranging from 0.1 mm to 50 mm (Dong, Prozzi, and Ni 2019; Dunford 2013). Texture of this size is mainly caused by poor construction practices or surface deterioration. This level of texture causes vibrations in tire walls, resulting in vehicle noise and some external noise. Macrotexture and microtexture refer to the relatively small pavement surface irregularities that primarily affect friction and skid resistance. Macrotexture refers to the changes in wavelengths ranging from 0.5 mm to 50 mm horizontally and variations ranging from 0.1 mm to 20 mm vertically (Dong, Prozzi, and Ni 2019). However, microtexture, which corresponds to wavelengths less than 0.5 mm horizontally and vertical amplitudes up to 0.2 mm, is related to the roughness of the individual stone elements used in the surface layer and to the natural mineral aggregate (Bitelli et al. 2012).

Although both microtexture and macrotexture contribute to pavement friction, there is currently no practical procedure for direct measurement of the microtexture profile in traffic (Dong, Prozzi, and Ni 2019; Henry 2000). The PIARC Model for the International Friction Index avoids the need for measuring microtexture if macrotexture measures are available. A measurement at any slip speed, together with the macrotexture parameter, determines the friction as a function of the slip speed (Henry 2000). The typical parameter to describe pavement macrotexture is the mean profile depth (MPD) or the mean texture depth (MTD). MPD is linearly related to MTD and is usually converted to MTD when comparing different macrotexture calculation methods (Fisco and Sezen 2014; Henry 2000).

The conventional methods for determining road macrotexture include the sand patch method, the outflow method, and laser profiling. The sand patch method is operator-dependent, and the test results have poor repeatability (Sengoz, Topal, and Tanyel 2012). Other problems with the sand patch method include that on surfaces with very deep textures, it is very easy to overestimate the texture depth (Fisco and Sezen 2014), and accurate sand patch testing cannot be done when the road surface is sticky or wet (Praticò and Vaiana 2015). As is the case with the sand patch method, the outflow method also is labor-intensive and time-consuming, and the reliability of the results depends largely on the operator. The circular laser-based device has been deployed for routine macrotexture measurement since 2002 (Abe et al. 2001), and the more portable handheld laser meter, such as the Ames LaserGage (2001), is an affordable and convenient alternative approach for pavement macrotexture measurement. It is expected that the developed approach can be adopted for large scale operational uses.
The most representative method is Scale Invariant Feature Transform (Lowe 1999; Lowe 2004) and its many variations. The rest of SM is very similar to the bundle adjustment technique in traditional photogrammetry (Ullman 1979).

Different from the camera systems mentioned above, another way to provide georeferencing for 3D reconstruction from images is to use control points on the pavement. In this scenario, the camera can be simply handheld, and the convenience is highly improved. McQuaid et al. (2013) used a Canon™ EOS 40D digital camera fitted with a calibrated 60 mm macro lens to reconstruct the 3D surface and quantified the microtexture of the test specimen in a lab environment. In their experiment, the test specimen was fitted in a calibrated control framework rig with 12 control points and photographed (McQuaid et al. 2013). Similarly, using a handheld Canon 6D EOS digital full frame single lens reflex camera, Kogbara et al. (2018) captured 12 images for each study spot on a pavement constructed in 2010 and generated dense point clouds of pavement surfaces with 3DF Zephyr Pro v3.142 proprietary software (3DFlow, Verona, Italy), upon which the surface texture parameters were calculated. In their study in situ, a 300-mm nominal length scale ruler was placed on the pavement providing georeferencing (Kogbara et al. 2018). Both studies show that the calibrated network of control points or scale ruler, acting as a georeferencing frame during 3D reconstruction, are capable of reconstructing the pavement surface. It is more convenient for measurement compared to a complicated camera system.

Despite all of the above studies, the quality of the reconstructed point cloud was not discussed in detail in this research. Furthermore, no studies were found in the reviewed literature using multiple images collected by smartphone cameras, which is much more convenient, flexible, and affordable. The potential and capability using tens of smartphone images with recent, advanced computer vision techniques has not been fully explored. Furthermore, in terms of monetary expense, the market price for a Canon 6D EOS (camera body only) is more than twice of an iPhone 8Plus (~$1699.00 versus $599 in 2020). Considering the broad popularity of smartphones, using a smartphone camera to measure the pavement surface would be a much cheaper and more convenient approach to determine the pavement macrotexture, and is expected to be widely adopted by road construction and maintenance industry and agencies. However, a major problem with the smartphone camera is its coarser resolution with respect to a high-end professional camera. For instance, the resolution of the Canon 6D EOS is 20.2 MP while the resolution of the camera on iPhone 8Plus is 12 MP. As such, there is a need to extend current work with newly available and affordable smartphone images for pavement macrotexture measurement, which requires a submillimeter accuracy.

This paper combines the strengths of computer vision using a large number of multi-view images and traditional photogrammetry relying on ground control for precise pavement macrotexture measurement. With minimal ground control, the novel approach uses smartphone images collected onsite to generate accurate and dense 3D pavement point clouds by the SM and multi-view stereo (MVS) techniques. Then, related analytics is developed to determine and analyze the road pavement macrotexture. To evaluate our image-based solution, an Ames LTS is used to provide reference measurement. Based on the comparison between the results from the image-based method and the Ames LTS, we demonstrate the promising capability of the smartphone camera on precise pavement macrotexture measurement. It is shown to be a convenient, cost-effective, and alternative method for pavement macrotexture measurement.
MPD and its calculation from a point cloud. Section “Results and Evaluation” first discusses the quality of the 3D point clouds reconstructed from smartphone images. The results of the image-based MPD are then presented and evaluated with reference to the ones from the LTS. In the conclusion section, major results and contributions of this paper are summarized along with possible future developments.

Equipment and Data Collection

Equipment

Both an LTS and a smartphone were used for data collection. Figure 1 presents the Ames LTS 9400 used in this research. It was last calibrated in 2018 and can calculate the pavement’s MPD, texture profile index, estimated texture depth, and root-mean-square (RMS). The specifications of LTS are listed in Table 1. The LTS immediately displays the measurement results on the liquid crystal display. As for measuring MPD, the LTS scans ten 100-mm profiles along the road direction. However, the ten profiles are unevenly spaced across the road direction. The average point spacing within a profile was 0.014286 mm. The MPD for each profile was calculated and the arithmetic mean of the ten MPDs was considered as the MPD over the area measured. In this study, the LTS is mainly used for measuring the MPD for pavement surface and is used as a reference method compared to the proposed image-based method.

The pavement images were collected with a commonly used smartphone, iPhone 8 Plus, as shown in Figure 1. Table 2 lists its specifications. The resolution of its images is 4032 pixels × 3024 pixels. The smartphone has two 12 MP rear cameras, a wide-angle camera with an f/1.8 aperture, and a telephoto camera with an f/2.8 aperture. When taking a photo, only the wide-angle camera is activated by default, while the telephoto camera is activated only when the zoom factor is 2× or higher. The default option is recommended to minimize the number of images to be taken in situ from a convenient distance to the road.

To provide control and reference for measurement, a control frame shown in Figure 1 is placed in the scene when the images are collected. It is used as a reference for bundle adjustment and 3D point clouds. The dimension of the central rectangular area of the control frame is 152 mm long and 90 mm wide and is made of plastic laminated hard paper. There are many markers on the surface of the frame that can be as references. Moreover, four targets denoted as A1, A2, A3, and A4 with different colors are collected. It is used as a reference for bundle adjustment. The dimension of the central rectangular area of the control frame is 152 mm long and 90 mm wide and is made of plastic laminated hard paper. There are many markers on the surface of the frame that can be as references. Moreover, four targets denoted as A1, A2, A3, and A4 with different colors are collected. It is used as a reference for bundle adjustment.

Data Collection Procedure

Since the Indiana Department of Transportation (INDOT) has been successfully using LTS to measure MPD for several years, the MPD measured by LTS is assumed to be accurate and reliable. Therefore, the MPD by LTS is used to validate the accuracy of the image-base method in this paper. The data collection procedure for MPD analysis consists of the following steps.

After selecting several proper spots on the road, the control frame is placed on one spot along the road direction. Next, we place the LTS on top of the control frame to measure the MPD. In the subsequent step, we remove the LTS while leaving the control frame on road and take dozens of images using a smartphone. The smartphone is about 400 mm above the control frame and follows a circular trajectory with a diameter about 600 mm. Data collection is completed when this procedure is applied to all spots.

Table 1. Specifications of the LTS 9400.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan area (mm)</td>
<td>107.95 × 72.01</td>
</tr>
<tr>
<td>Vertical Resolution (mm)</td>
<td>0.015</td>
</tr>
<tr>
<td>Maximum Length Resolution (mm)</td>
<td>0.015</td>
</tr>
<tr>
<td>Maximum Width Resolution (mm)</td>
<td>0.0635</td>
</tr>
<tr>
<td>Triangulation angle at center of range (°)</td>
<td>32</td>
</tr>
<tr>
<td>Dot size at center of range (μm)</td>
<td>50</td>
</tr>
<tr>
<td>Dot size at max and min range (μm)</td>
<td>220</td>
</tr>
<tr>
<td>Max laser sampling speed (kHz)</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. Specifications of iPhone 8 Plus camera.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wide-angle camera</td>
<td></td>
</tr>
<tr>
<td>Aperture</td>
<td>f/1.8</td>
</tr>
<tr>
<td>Focal length (mm)</td>
<td>28</td>
</tr>
<tr>
<td>Telephoto camera</td>
<td></td>
</tr>
<tr>
<td>Aperture</td>
<td>f/2.8</td>
</tr>
<tr>
<td>Focal length (mm)</td>
<td>56</td>
</tr>
<tr>
<td>Image dimension (pixels)</td>
<td>4032 × 3024</td>
</tr>
<tr>
<td>Pixel size (μm)</td>
<td>1.22 × 1.22</td>
</tr>
</tbody>
</table>

Sites of Data Collection

INDOT Test Site

The test site is located at the INDOT District Office, West Lafayette, Ind., as shown in Figure 2a. There are three different types of pavements tested. In Figure 2a, the right lane is three-year-old hot-mix asphalt (HMA) pavement, while the left lane is 10-year-old HMA pavement. A 1 m long × 1 m wide high friction surface treatment (HFST) area is constructed on top of the 10-year-old HMA pavement. The measurements were performed on the above-mentioned three different pavements on 3 December 2018. For each pavement, there are two testing spots for data collection. Table 3 summarizes the testing spots at the INDOT test site.

Table 3. Summary of data collected at the INDOT test site spots 3 December 2018.

<table>
<thead>
<tr>
<th>Type of pavement</th>
<th>LTS</th>
<th>Image method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of spots</td>
<td>Number of spots</td>
</tr>
<tr>
<td>10-year-old HMA</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3-year-old HMA</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>HFST</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>
Road Sites
Shown in Figure 2b, the HFST on State Route (SR) 32 was completed on 13 August 2018. Before the HFST, the existing pavement surface was a 9.5 mm HMA mixture. On the day of treatment, the LTS was applied and 11 MPDs were collected for construction quality control. On 5 April 2019, about eight months after treatment, three MPDs by LTS and 64 images were collected at three spots. The detailed information of data collected on SR 32 is shown in Table 4. Traffic control was required during the measurement process. Due to an intensive time constraint, the LTS and smartphone testing was conducted side by side simultaneously instead of using the exact same locations consecutively.

As shown in Figure 2c, the HFST on SR 446 was finished on 17 October 2018. Before the HFST, the existing pavement surface was single-layer chip seal. On the day of treatment, the LTS collected 10 MPDs for construction quality control. On 11 April 2019, about six months after the treatment, a total of 290 images were collected at 10 spots. LTS measurements were conducted for seven of these spots. The detailed information of data collected on SR 446 is shown in Table 4. Traffic control was necessary during the measurement process. As such, the LTS and smartphone testing was conducted side by side simultaneously instead of using the exact same location consecutively.

The HFST construction at SR 205 was finished on 22 October 2018. Before the HFST, the existing pavement surface was single-layer chip seals. On the day of construction, the LTS was applied and 11 groups of MPDs were collected for construction quality control. On 16 April 2019, six months after the treatment, 12 MPDs by LTS and 306 images were collected at 12 spots. The detailed information of data collected on SR 205 is shown in Table 4, while Figure 2d shows a glance of the SR 205.

Methodology
This section first introduces several methods implemented in this paper for 3D point cloud generation and analysis, which includes SfM, bundle adjustment, and MVS. Then, the metric for macrotexture measurement or MPD and its calculation based on image-derived point clouds are presented in detail.

Structure -from -Motion and Multi-View StereoTechniques
This section introduces the techniques for 3D point cloud generation and analysis used in this paper. This study uses Agisoft Metashape 1.5.0.701 to create 3D point clouds from road images. Although the implementation steps of the technique may vary depending on the software packages used, it consists of the following general steps.

**Tie Points Generation**
The SfM method aims to identify the common features in consecutive images collected from different angles to estimate the interior and exterior orientation parameters for each camera position. Therefore, the first step in SfM implementation is to detect, describe, and match the corresponding keypoints between different image-frames.

All the algorithms consist of two parts: (1) keypoint detection and (2) keypoint description. For example, the scale-invariant feature transform (SIFT) algorithm (Lowe 1999; Lowe 2004) includes the SIFT detector and SIFT descriptor. First, the detector is used to extract the keypoints, i.e., stable and well-defined points on the images. For each keypoint, its local neighborhood image is then used to calculate its properties, including gradient magnitudes and gradient directions to form a feature descriptor. Finally, correspondence of keypoints on different images are established by calculating the distances between feature descriptors (Rashid et al. 2019). Such corresponding points are shown in Figure 3a and will be used as tie points in the subsequent bundle adjustment.

**Bundle Adjustment**
SfM in principle does not necessarily rely on GCPs and prior camera calibration. It takes advantage of the redundancy provided by the large number of images and key points to estimate the interior orientation, exterior (or relative in the conventional photogrammetry term) orientation, and distortion parameters. The output of this process without GCP is an unscaled sparse point cloud under an arbitrary coordinate system. To achieve metric and reliable 3D point clouds, recent SfM developments can accommodate the inclusion of GCPs through bundle adjustment. As such, the four control points of the control frame are included in the SfM solution together with all tie points established through image correspondence. This way the images (Figure 3b) and the tie points clouds (Figure 3c) are oriented with reference to the control frame.

![Figure 3](image-url) Results from SfM-MVS. (a) Keypoint matching between two images. (b) Output of bundle adjustment. The dark points are sparse point cloud generated for the scene, and the blue rectangles represent the position and orientation of the images. (c) Sparse point cloud and (d) dense point cloud. In this example, there are 29 132 points in the sparse point cloud, and 38 510 294 points after dense matching.
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Table 4. Summary of data collected at selected spots on State Roads (SR).

<table>
<thead>
<tr>
<th>State Roads</th>
<th>Day of Construction</th>
<th>After Construction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LTS</td>
<td>LTS</td>
</tr>
<tr>
<td></td>
<td>Number of spots</td>
<td>Date (2018)</td>
</tr>
<tr>
<td>SR 32</td>
<td>11</td>
<td>13 Aug</td>
</tr>
<tr>
<td>SR 446</td>
<td>10</td>
<td>17 Oct</td>
</tr>
<tr>
<td>SR 205</td>
<td>11</td>
<td>22 Oct</td>
</tr>
</tbody>
</table>
Dense Point Cloud Generation

In the last step, the point density is increased by multi-view stereo algorithms. Figure 3d illustrates the dense point cloud generated from the sparse point cloud. The purpose of the algorithms is to reconstruct the 3D point cloud of an object using overlapped images collected from different viewpoints and known camera positions (Seitz et al. 2006; Uh, Matsu-shita, and Byun 2014). In fact, the SfM method ended in the previous step where the sparse point cloud is generated. When a dense point cloud is also required in the application, it is obtained with an MVS algorithm. As such the name of the entire workflow is also called SfM-MVS.

Mean Profile Depth

This section first introduces the definition of mean segment depth (MSD) and MPD. We then describe the analytics for MPD calculation from image-based point clouds.

Definition of MPD

According to ASTM E1845-09, MPD is the average of all the MSDs for all the segments of a profile. Each profile segment should be 100±2 mm long for analysis in the subsequent steps. The profile segment is applied to a filter to preserve features with a wavelength ranging from 0.5 mm to 50 mm. One segment should be further divided into two equal lengths of 50 mm and the maximum value is determined for each subsegment. Then these two values are averaged arithmetically to obtain the MSD. The MSD is the average value of peak level (1st) and peak level (2nd) having a given baseline (segment), as shown in Figure 4 and Equation 1 (ASTM E1845-09).

\[
\text{MSD} = \frac{1}{2} \left( \text{Peak level (1st)} + \text{Peak level (2nd)} \right)
\]

Equations 1 and 2 are specified by ASTM E1845-09. According to ASTM E1845-09, both LTS and our image-based method use a baseline of 100 ± 2 mm long and choose \( m = 10 \) profiles for MPD calculation.

MPD Calculation from Point Clouds

After the dense point cloud of a study spot is generated, we calculate its MPD by following the definition introduced in the section “Definition of MPD”. To be consistent with the calculation of LTS, we select ten 100-mm profiles along the road direction for each spot while maintaining the same spacings between adjacent profiles as LTS. To do so, we read the LTS output file to get the spacings between adjacent profiles. As listed in Table 5, the profile spacings are approximately 8.5 mm. Ten profiles at the same spacing as in Table 5 are selected from the point cloud. For each profile, the Butterworth passband filter (Butterworth 1930) is first applied to retain the macrotextures. As suggested by (Dong, Prozzi, and Ni 2019), this filter can provide a maximal flat amplitude response in the passband. The sampling frequency used is 1 kHz, with a corresponding sampling interval of 1 mm. Therefore, the sampling interval of 0.5 mm corresponds to the sampling frequency of 2 kHz, while the sampling interval of 50 mm corresponds to the sampling frequency of 20 Hz. Since the wavelength of macrotexture ranges from 0.5 mm to 50 mm, the low-pass cut-off frequency for macrotexture is 2 kHz, and the high-pass cut-off frequency is 20 Hz. Every profile is processed with this bandpass filter, so that only macrotexture is retained for the subsequent MSD calculation.

Suppose \( Z \) is the direction perpendicular to road surface and \( X \) is along the road direction. \([X_a, X_b]\) is the range of the profile in \( X \) direction. The average level for the profile with \( n \) points is denoted as a line expressed by Equation 3:

\[
a_iX + b_iZ + c_i \equiv 0, \quad X \in [X_a, X_b]
\]

Its coefficients \( a_i, b_i, \) and \( c_i \) are determined based on the least-squares criterion in Equation 4:

\[
\arg \min_{a_i, b_i, c_i} \sum_{i=1}^{n} \left( Z_i - \frac{a_iX_i + c_i}{b_i} \right)^2
\]

Therefore, for point \((X_i, Z_i)\) in the profile, the height deviation \( h_i \) or the distance from the point to the average level, is represented by Equation 5:

\[
h_i = |a_iX_i + b_iZ_i + c_i| / \sqrt{a_i^2 + b_i^2}
\]

By using height deviation, calculated above, MSD can be further calculated via Equation 6, in which \( X_i \) and \( X_j \) are respectively the locations of the peak levels in the two subsegments.

\[
\text{MSD} = \frac{1}{2} \left( h_j + h_k \right)
\]

Once the MSDs for the 10 selected profiles are calculated, its average (Equation 2) is taken as the MPD for this spot.

Results and Evaluation

This section discusses the MPD results from the image-based method in comparison with the ones from LTS.

Point Clouds from Images

The characteristics of the generated point clouds are listed in Table 6. For MPD calculation, 20 to 32 images were collected at each study spot, yielding a total of 790 images for 31 spots. The control frame was deployed and four GCPs were used during bundle adjustment. In average, each spot has 8202 tie points and 5 128 497 dense matching points. The root mean square errors at the GCPs are 0.113 mm, 0.125 mm, and 0.149 mm respectively in X, Y, and Z directions.

Once the ground coordinates of the tie points of the 3D point cloud are computed, these tie points are reprojected onto each image. Thus, the discrepancy between the reprojected pixel and the original pixel is the residuals. The average RMS error for residuals of the tie points is 1.550 pixels on the image or 0.585
mm on the ground. As an example, Figure 5 shows the distribution of the residuals on the tie points in one of the studied spots. The residuals in x and y directions are both in normal distribution with a mean of -0.0273 pixels in x and -0.0117 pixels in y. More than 95% of the residuals are within the mean ± 2σ.

Besides the numerical analysis, Figure 6 presents examples of 3D point clouds generated from images. The upper left picture shows the height (Z) of the three-year-old pavement at INDOT test site with smooth textures, while the other three pictures show the height of HFST pavements on road sites with the rough textures. The height deviation and change of texture roughness can be clearly depicted by the high-quality 3D model. As an overall conclusion of the above analysis, the dense point clouds generated from images are in high quality and fine resolution and can be used in subsequent MPD calculation.

**MPD Results at the INDOT Test Site**

The first data collection location was the test site located at INDOT, where six MPDs by LTS and 130 images were collected from six different spots at the test site. The MPD results from both methods are listed in Table 7.

The MPDs of spot 1 and spot 2 represent the macrotexture of the three-year-old HMA pavement, whose average MPD is 0.624 mm. The MPDs of spot 3 and spot 4 represent the macrotexture of the 10-year-old HMA pavement, whose average MPD is 1.299 mm, which was larger than the one of the three-year-old HMA pavement. After 10 years the asphalt had been stripped and the gravel layer was exposed, which accounted for its larger MPD than the three-year-old HMA pavement. Finally, the MPDs of spot 5 and spot 6 represent the macrotexture of the HFST pavement, which is larger than that of the MPD of both HMA pavements. Accordingly, as the time goes on, the MPDs of pavement would decrease first then increase. The MPD of HFST is improved by 200% compared to the three-year-old pavement and by 50% with respect to the 10-year-old pavement. Therefore, applying HFST on the existing old road is effective to increase the pavement friction.

Table 6. Overall characteristics of the image-based point clouds.

<table>
<thead>
<tr>
<th>Number of spots</th>
<th>Number of images</th>
<th>Avg. on tie points</th>
<th>Avg. RMS at GCPs</th>
<th>Avg. on point clouds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Number of points</td>
<td>RMS residual</td>
<td>X (mm)</td>
</tr>
<tr>
<td>31</td>
<td>790</td>
<td>8202</td>
<td>1.550</td>
<td>0.113</td>
</tr>
</tbody>
</table>

Table 7. MPD from LTS and images for the INDOT test site.

<table>
<thead>
<tr>
<th>Type of pavement and Spot ID</th>
<th>Image method</th>
<th>LTS method</th>
<th>Difference of MPD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-year-old HMA pavement</td>
<td>No. of images</td>
<td>MPD (mm)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>27</td>
<td>0.576</td>
<td>11.84</td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>0.679</td>
<td>-7.37</td>
</tr>
<tr>
<td>Avg.</td>
<td>27</td>
<td>0.628</td>
<td>0.56</td>
</tr>
<tr>
<td>10-year-old HMA pavement</td>
<td>22</td>
<td>1.197</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>29</td>
<td>1.443</td>
<td></td>
</tr>
<tr>
<td>Avg.</td>
<td>3</td>
<td>1.320</td>
<td></td>
</tr>
<tr>
<td>HFST pavement</td>
<td>25</td>
<td>1.775</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>1.714</td>
<td></td>
</tr>
<tr>
<td>Avg.</td>
<td>5</td>
<td>1.745</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Examples of residual distribution of tie points in x (left) and y directions (right).

Figure 6. Four examples of 3D point clouds rendered over images respectively from the INDOT test site (upper left), SR 32 (upper right), SR 446 (lower left), and SR 205 (lower right).
As shown in Table 7, the MPDs measured by LTS range from 0.515 mm to 2.073 mm, and the MPDs based on images range from 0.576 mm to 1.775 mm. The average MPDs for three-year-old HMA pavement, 10-year-old HMA pavement, and HFST pavement at the six INDOT spots measured by LTS are respectively 0.624 mm, 1.299 mm, and 1.911 mm. The corresponding average MPDs from the image-based method are 0.628 mm, 1.320 mm, and 1.745 mm, respectively.

It is noticed that the MPD for spot 6 has a large discrepancy between the LTS and image-based methods. Figure 7 compares the MPDs of the 10 profiles from the LTS and image-based methods. After the detailed investigation on the comparison of the 10 profiles of both two methods, two possible reasons for the large discrepancy between the results of the two methods are discovered. The first one is that the 10 profiles taken by image-based method cannot be assured to be the exact same profiles scanned by the LTS, although the authors try to make sure the identical adjacent profile spacing. The second reason, which is more severe, is the blunders existing in the results of both methods. Figure 7 indicates that a blunder in the LTS results causes this large discrepancy. Its MPD at this spot is too large to be reasonable. Although large discrepancies between the MPDs from two methods may exist, the average MPDs from both methods were consistent. The maximum difference between the average MPDs for the two methods over several spots is less than 9%. The tests suggest that the image-based method has the capability of acquiring comparable MPD results and is less vulnerable to blunders than LTS.

**MPD Results on Road Sites**

The MPDs at the three road sites were collected by LTS on the day of the HFST construction, whose results are summarized in Table 8, with MPDs being 2.075 mm, 1.590 mm, and 1.860 mm respectively for SR 32, SR 446, and SR 205. According to ASTM E1845-09, the average MPD measured on the day of construction reflects the macrotexture of the HFST pavement. Several (5.7–7.7) months later, these three State Road sites were revisited and the MPDs by both LTS and images were measured. Table 8 summarizes the average MPD from LTS and images for each revisited road site.

As shown in Table 8, 11 MPDs by LTS were measured on SR 32 on the day of construction and the average MPD is 2.075 mm. After 7.7 months, three MPDs by LTS were collected on the same road and their average MPD is 1.315 mm, a 36.63% reduction since construction. During this revisit, a total of 64 images were shot as well for these three locations, yielding three 3D point clouds. The average MPD calculated by the image-based method is 1.416 mm, which is only 7.71% or 0.101 mm larger than the average MPD from LTS.

As for SR 446, 10 MPDs by LTS were measured on the day of construction and the average MPD is 1.590 mm. After 5.8 months, seven MPDs by LTS were collected at seven locations on the same road, yielding an average MPD being 1.259 mm or a 20.82% reduction since construction. During this revisit, a total of 290 images were shot at 10 spots, yielding 10 3D point clouds. The average MPD calculated by the image-based method was 1.189 mm, which is only -5.57% or 0.070 mm smaller than the average MPD from LTS.

As for the last road site SR 205, 11 MPDs by LTS were measured on the day of construction, yielding an average MPD of 1.860 mm. After 5.8 months, 12 MPDs by LTS were collected at 12 spots on the same road, which leads to an average MPD of 1.243 mm or a 33.17% reduction. During the revisit, a total of 306 images were shot at 12 spots, which gives an average MPD of 1.234 mm, which is only -0.75% or 0.009 mm smaller than the average MPD from LTS.

**Discussion**

The above abundant tests reveal some important observations and understandings. Although blunders may exist in both methods, blunders in the image-derived point clouds tend to be outside the control frame due to mismatching on particles in the air, whereas blunders of LTS are relatively small and mostly caused by ranging noise. The former is easy to identify and remove, while the latter has small magnitude but can cause significant measurement errors if not removed. Moreover, the average MPDs from the image-based method are consistent with ones from LTS. For the test sites at INDOT, the maximum magnitude of the average MPD differences between two methods is less than 9% and the average magnitude of the differences is 3.6%. For three road sites, the maximum

---

**Table 8. Summary of the MPD of three road sites by LTS and images.**

<table>
<thead>
<tr>
<th>Roads</th>
<th>On Construction</th>
<th>After Construction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LTS</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No. of spots</td>
<td>Avg. MPD (mm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR 32</td>
<td>11</td>
<td>2.075</td>
</tr>
<tr>
<td>SR 446</td>
<td>10</td>
<td>1.590</td>
</tr>
<tr>
<td>SR 205</td>
<td>11</td>
<td>1.860</td>
</tr>
</tbody>
</table>
magnitude of the average MPD difference between LTS and image-based methods is less than 8% and the average magnitude of the difference is 4.7%. Furthermore, the numbers of observed spots on these three road sites are 3, 7, and 12. As shown in Figure 8, the corresponding variations of the MPD’s among the spots in one road are 7.71%, 5.57%, and 0.75% respectively. As the number of observed spots increases, the average MPDs between the two methods tend to be more consistent. The discrepancies between the final average MPDs for a road can be reduced by increasing the number of testing spots. Considering the fact that traffic control is needed while taking the photos, no less than eight spots are recommended, which is demonstrated to cause within a 5% difference. As such, the image-based method can provide practically equivalent results as the LTS. Finally, according to the comparison between the MPD on the construction date and the one on revisit date, the MPD of the HFST would be reduced by about 30% after six to seven months of traffic. This amount of reduction is caused by the rapid polishing of the aggregates on roads, and the reduction rate would significantly slow down thereafter. Our study on macrotexture reduction with both images and LTS is consistent with previous research by (Vaiana et al. 2012).

In summary, the MPD calculated based on the image-based method by a smartphone is a dependable and economically feasible alternative to LTS. Moreover, no matter if LTS or the image-based method is used for MPD measurement, choosing several numbers of spots for measurement could reduce the impact of blunders and achieve reliable results.

Limitation and Future Work
Two limitations about the image-based method should be noted. One is that the entire data collection procedure for one spot takes about 2–3 minutes. This means traffic control is still necessary during measurement, though multiple sites in the vicinity can be collected simultaneously with different smartphones. A certain number of spots needs to be measured to assure the quality of measurement. The trade-off between accuracy and traffic control should be taken into consideration. Our recommendation of measuring eight spots is very conservative as a balance between these two aspects. Another limitation is its long computation time for the image-based method. Fine resolution 3D reconstruction from images may take a couple of hours on a laptop. In contrast, the LTS reports the measured MPD on its screen within a couple of minutes after applying it on a road. This feature can be demanding when real-time quality control is needed during construction. As such, the image-based method at present may not be suitable for real-time quality control in pavement construction.

For time critical applications, it is necessary to make 3D reconstruction available on a smartphone. To make that happen, a light version of 3D reconstruction is more desirable. Dense 3D reconstruction may be created only for selected profiles in the field. This would shorten the computational time tremendously for 3D reconstruction. The efficiency of pavement texture measurement can be improved to a new degree by integrating image collection and image processing into one smartphone application.

Conclusion
This paper presents a novel approach for MPD measurement using multi-view images collected by a smartphone at a typical resolution of 12 MP. In comparison to reported professional camera systems for pavement macrotexture measurement, it is much simple, cost-effective, portable, and easy to deploy for large scale applications.

The image-based approach was evaluated with reference to the conventional laser texture scanner. 3D point clouds were generated from 790 images collected in situ at 31 different spots. It was shown that smartphone images with a home-made control frame are sufficient for the reconstruction of accurate and high-resolution 3D point clouds. Through comparative studies, we show that the MPDs measured by laser texture scanner and smartphone images have an average difference of 4% and a maximum difference of 9%. The quality of the image based method can be assured by taking about 30 images for one spot and selecting up to eight spots on a road. Under this very conservative recommendation, the results from a laser texture scanner and smartphone images are essentially comparable, whereas the latter is at least one magnitude times cheaper than the former and is popular among the general public. Furthermore, the use of smartphones would eliminate the routine calibration and upgrade of the laser texture scanner. Since there is virtually no training needed for using a smartphone to collect images on roads, it is reasonable to expect this approach be adopted widely for practical applications.

Future effort is worthwhile in the following aspects. Modern smartphones often offer several options for image collection. This study only used the wide-angle default camera. Though this can maximize the incoming light while keeping a convenient photograph distance, other options such as zooming-in, larger f-stop, high dynamic range, and even video may be evaluated. The objective is to find an optimal image collection strategy in the field. Next, road roughness or MPD reduces quickly within the first few months after construction and then exhibits slow decline afterwards. It is necessary to continuously monitor the change of road roughness over a longer period time. To do so, we need to further study the sensitivity of the image-based method for heavily polished road surface and compare it with the laser texture scanner. Then, we also need to further explore the possibility and optimal methods to reduce the necessary number of spots in the road for image collection while achieving reliable and accurate roughness measurements. Finally, rapid in situ MPD calculation and reporting is necessary for real-time quality control in construction management. Developing smartphone applications for 3D reconstruction for selected pavement profiles would be a feasible solution to meet such time critical need.
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