After more than 15 years of research and writing, the Landsat Legacy Project Team is about to publish, in collaboration with the American Society for Photogrammetry and Remote Sensing (ASPRS), a seminal work on the nearly half-century of monitoring the Earth’s lands with Landsat. Born of technologies that evolved from the Second World War, Landsat not only pioneered global land monitoring but in the process drove innovation in digital imaging technologies and encouraged development of global imagery archives. Access to this imagery led to early breakthroughs in natural resources assessments, particularly for agriculture, forestry, and geology. The technical Landsat remote sensing revolution was not simple or straightforward. Early conflicts between civilian and defense satellite remote sensing users gave way to disagreements over whether the Landsat system should be a public service or a private enterprise. The failed attempts to privatize Landsat nearly led to its demise. Only the combined engagement of civilian and defense organizations ultimately saved this pioneer satellite land monitoring program. With the emergence of 21st century Earth system science research, the full value of the Landsat concept and its continuous 45-year global archive has been recognized and embraced. Discussion of Landsat’s future continues but its heritage will not be forgotten.

The pioneering satellite system’s vital history is captured in this notable volume on Landsat’s Enduring Legacy.
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ANNOUNCEMENTS

North Dakota Department of Transportation recently acquired a GeoCue True View 640 3D Imaging System (3DIS®) for their UAS program. GeoCue’s True View 3D Imaging Sensors allow for both drone lidar and imagery to be collected in a single flight on most UAS platforms. The simultaneous data collection, bundled fusion processing software and data management package offers a fully integrated solution giving NDDOT a significant advantage over traditional lidar/camera systems as they can single-pass collect, process, and deliver high quality fused 3D data without leaving the True View ecosystem.

NDDOT’s UAS Program is responsible for conducting small Unmanned Aircraft System (sUAS) surveys for the design and construction of highways and bridges, asset management and natural disaster survey/monitoring across the state. The State of North Dakota’s use of this cutting-edge technology will facilitate ongoing sUAS projects to help the department gather important analytic data.

Examples of derived products from the True View 3DIS include colorized 3D point clouds, breakline enforced 3D models, profiles, cross sections, topographic contours, volumetric analysis, classified ground models and more. These products serve as base data layers for analysis and planning. Bordering state departments of transportation have also acquired GeoCue’s 3DIS technology, enabling easy collaboration between state departments on coordination, training, and development of best practices.

NDDOT Representative, Derek Pfeifer, Program Manager - Design Division said, “We are excited that the True View System is now part of the NDDOT UAS program and look forward to its capabilities in the very near future.”

“We are very pleased to be selected by NDDOT as their UAS drone lidar/Camera system supplier,” said Lewis Graham, President/CTO of GeoCue Group. “The DOTs literally keep America moving and we are honored to be an integral part of that mission.”

The URISA Exemplary Systems in Government (ESIG) awards were first presented in 1981 to recognize outstanding achievement by government agencies in the use of geospatial information technology. This exemplary achievement is defined as the effective application of geospatial technologies and data that result in improved government service delivery and increased benefits to citizens. The award competition is international in nature and open to all public agencies at the local, regional, state/provincial and federal levels.

Since their commencement 40 years ago, the ESIG awards have gained considerable prestige and there is always substantial publicity given to the winning systems – both by URISA as well as the nominating jurisdictions concerned. In many cases, the awards have been the key to enabling further budget support to be provided for the systems, as well as in-house acknowledgment and acceptance of their excellence.

Nominations are made in one of two categories: Enterprise Systems which are used by multiple agencies, and Single Process Systems which are used by one agency. Nominations are required to address specific award criteria associated with system design and implementation, organizational impact and use of resources to create the system. The number of nominations received varies from year to year and in 2021 a total of nine nominations were received. Four entries were received in the Single process category and five were received in the Enterprise Systems category.

A volunteer ESIG Awards Committee is formed each year to handle the entry judging tasks and this year there were 15 people serving on the committee. They were: Dr Gary Hunter (chair); Patrick Baber; Eva Cancino; Nicole Dogan; Mike Edelson; Dianne Haley; Steve Holmes; Ian Kidner; Asher McNicol; John Nerge; Rachel Parrinello; Curtis Pulford; Carolynne Saxton; Michael Shean and Alice Wilson. URISA extends its thanks to the committee members for the time and effort they have put into the judging of this year’s ESIG submissions.

The 2021 ESIG Awards winners are:

Single Process Systems


Enterprise Systems

• Winner: United States Virgin Islands: “United States Virgin Islands GIS Division Territorial GIS Platform & Applications.” Submitted by L. Christopher George, GIS Administrator, Office of Lt. Governor, United States Virgin Islands GIS Division, St. Thomas, USVI.

• Distinguished System: North Carolina Department of Transportation: “Project ATLAS – Advancing Transportation through Linkages, Automation and Screening.” Submitted by Leilani Paugh, Environmental Program Manager, Division of Highways, North Carolina Department of Transportation, Raleigh, North Carolina.

UP42 has signed an agreement with HEAD Aerospace of Beijing to make image data from more than 40 innovative Chinese Earth Observation satellites available on the UP42 marketplace. The broad selection of imaging capabilities from the constellations dramatically expands the range of applications in multiple sectors, with the most significant benefits expected in Infrastructure, Transportation, Utilities, Agriculture, Government.

The UP42 marketplace currently contains more than 50 geospatial data sets, including satellite imagery from six international organizations. The newly added satellites’ diverse and often unique imaging capabilities include wide-swath imaging at very high resolution, nighttime acquisitions, frequent intraday revisits, tri-stereo collection, and hyperspectral imaging.

“This partnership is an important milestone for us as a company but, more importantly, for our customers. By diversifying our data sets, we are unlocking a broader spectrum of use cases for our users in multiple sectors. This is the true meaning of ‘democratizing access to Earth insights’,” said UP42 CEO Sean Wiid.

HEAD Aerospace is the international distributor of satellite imagery collected by commercial Earth Observation missions. The UP42-HEAD agreement includes imagery from multiple constellations, including SuperView, Earthscanner, Gaofen-7, DailyVision, NightVision, Hyperscan, and Tri-Stereo ZY3. These seven constellations will total more than 80 satellites by the end of 2021.

“Sharing a similar approach facilitating users’ easy access to an agnostic data source by a centralized portal with a wide choice of satellite attributes, we are glad to have partnered with UP42. This partnership represents another new milestone for us in expanding our global network.” said Rammy Brun, Managing Director of HEAD Aerospace.

While each satellite constellation was designed with one or more imaging specialties, a remarkable variety of operational capabilities are shared across the constellations to support numerous applications and industries.

HawkEye 360 Inc. announced the successful launch of its Cluster 3 radio frequency geolocation microsatellites built by Space Flight Laboratory (SFL). Carried aboard the June 30 SpaceX Transporter 2 mission, the Cluster 3 formation-flying microsatellites join in orbit the HawkEye 360 Cluster 2 and Cluster 1 Pathfinder satellites – all built by SFL.

The HawkEye 360 launch brings to 20 the total number of SFL satellites placed into orbit in less than a year. The Cluster 3 satellites were built on SFL’s space-proven 30-kg DEFIANT microsatellite bus.

“SFL congratulates HawkEye 360 on developing the world’s first commercial satellite constellation for radio frequency (RF) signal intelligence,” said SFL Director Dr. Robert E. Zee. “Contact has been made with all three Cluster 3 microsatellites. They are healthy and undergoing commissioning.”

The HawkEye 360 Constellation detects and geolocates RF signals for maritime situational awareness, emergency response, national security, and spectrum analysis applications. Cluster 3 significantly expands HawkEye 360’s global revisit and collection capacity, stated the Herndon, Va., company.

HawkEye 360 selected SFL due to the importance of formation flying by multiple satellites for successful RF geolocation. SFL is the acknowledged leader in developing and implementing high-performance attitude control systems that make it possible for relatively low-cost nanosatellites and microsatellites to fly in stable formations while in orbit.

The previous HawkEye 360 satellite clusters built by SFL were the Pathfinder launched in 2018 and Cluster 2 in January 2021. Each Cluster is comprised of three satellites.

Other launches of SFL-built satellites in just the past year include missions developed for the Norwegian Space Agency (NOSSA) in Norway, the Dubai-based Mohammed Bin Rashid Space Centre (MBRSC) in the United Arab Emirates, GHGSat Inc. of Canada, Space-SI of Slovenia, and a Canada-based telecommunications company.

SFL is a unique microspace provider that offers a complete suite of nano-, micro- and small satellites – including high-performance, low-cost CubeSats – that satisfy a broad range of mission types from 3 to 500 kilograms. SFL’s heritage of on-orbit successes includes 72 satellites and distinct missions related to Earth observation, atmospheric monitoring, ship tracking, communication, technology demonstration, space astronomy, solar physics, space plasma, and other scientific research.

Since 1998, SFL has developed CubeSats, nanosatellites, and microsatellites that have achieved more than 150 cumulative years of operation in orbit. These microspace missions have included SFL’s trusted attitude control and, in some cases, formation-flying capabilities. Other core SFL-developed components include modular (scalable) power systems, onboard radios, flight computers, and control software.

**CALENDAR**

- 3-6 October, **GIS-Pro 2021**, Baltimore, Maryland. For more information, visit www.urisa.org/gis-pro.
- 27-28 October, 7th International Conference on Engineering and Emerging Technologies, Istanbul, Turkey. For more information, visit www.iceet.net.
- 8-12 November, **URISA GIS Leadership Academy**, St. Petersburg, Florida. For more information, visit www.urisa.org/education-events/urisa-gis-leadership-academy/.
- 14-18 December, **30th International Cartographic Conference & International Cartographic Exhibition**, Florence, Italy. For more information, visit https://icaci.org/ice2021.
615 Gaussian Mixture Model of Ground Filtering Based on Hierarchical Curvature Constraints for Airborne Lidar Point Clouds
Longjie Ye, Ka Zhang, Wen Xiao, Yehua Sheng, Dong Su, Pengbo Wang, Shan Zhang, Na Zhao, and Hui Chen
This article proposes a Gaussian mixture model of a ground filtering method based on hierarchical curvature constraints.

631 Detecting Geo-Positional Bias in Imagery Collected Using Small UASs
Jonathan B. Thayn, Aaron M. Paque, and Megan C. Maher
In this article, statistical methods for detecting bias in global positioning system (GPS) error are presented and applied to imagery collected using three common unmanned aerial systems (UASs).

639 Double Adaptive Intensity-Threshold Method for Uneven Lidar Data to Extract Road Markings
Chengming Ye, Hongfu Li, Ruilong Wei, Lixuan Wang, Tianbo Sui, Wensen Bai, and Pirasteh Saied
Due to the large volume and high redundancy of point clouds, there are many dilemmas in road-marking extraction algorithms, especially from uneven lidar point clouds. To extract road markings efficiently, this article presents a novel method for handling the uneven density distribution of point clouds and the high reflection intensity of road markings.

649 Estimating Regional Soil Moisture with Synergistic Use of AMSR2 and MODIS Images
Majid Rahimzadegan, Arash Davari, and Ali Sayadi
Soil moisture content (SMC), product of Advanced Microwave Scanning Radiometer 2 (AMSR2), is not at an adequate level of accuracy on a regional scale. This article introduces a simple method to estimate SMC while synergistically using AMSR2 and Moderate Resolution Imaging Spectroradiometer (MODIS) measurements with a higher accuracy on a regional scale.

661 Optimal Regularization Method Based on the L-Curve for Solving Rational Function Model Parameters
Guoqing Zhou, Man Yuan, Xiaohua Li, Hongjun Sha, Jiasheng Xu, Bo Song, and Feng Wang
Rational polynomial coefficients in a rational function model (RFM) have high correlation and redundancy, especially in high-order RFMs, which results in ill-posed problems of the normal equation. For this reason, this article presents an optimal regularization method with the L-curve for solving rational polynomial coefficients.
Communities in Germany, Belgium, and The Netherlands are reeling after extreme July rainfall swamped parts of Western Europe. Some of the worst-hit areas saw as much as two months of rain within 24 hours—enough to break precipitation records, push rivers to new heights, and trigger devastating flash floods.

Nighttime downpours on July 14-15, 2021, proved especially damaging. Many people were asleep when the most intense rain fell, and they were caught off guard as rivers raged, dams failed, and floodwaters inundated homes. News media estimated that 196 people were killed by flooding and thousands more were injured. Hundreds of people are still listed as missing.

On July 18, 2021, the Operational Land Imager (OLI) on Landsat 8 captured this image of flooding along the Meuse and Roer rivers. As water levels rose, nearly 5,000 people were forced to evacuate from Roermond, a city in The Netherlands near the border with Germany. A dam breach on the Roer contributed to the extensive flooding.

While it will take some time for experts to analyze whether this event was influenced by human-caused global warming, scientists have amassed data showing that warming has led to more intense and frequent downpours in many parts of the world. Some researchers and meteorologists have also suggested that warming may be changing the jet stream in ways that make atmospheric “blocking” patterns—like the one that prolonged these downpours—more likely.

For more information and to compare the image acquired on June 18 2021 to this one, visit https://landsat.visibleearth.nasa.gov/view.php?id=148639.

Photogrammetry and Electrical Resistivity Tomography for the Investigation of the Clandestine Graves in Colombia

Jonathan Drake, Carlos Martín Molina, Edier Fernando Astig, and Alejandra Baena
INTRODUCTION

Forced disappearances are a serious crime against humanity. A forced disappearance consists of the deprivation of liberty of an individual and the refusal to recognize or give information related to their whereabouts (CED, 2017; MP, 2020). Presently, Colombia has approximately 100,000 missing people, among which, 26,000 are forced disappearances. It is assumed that most, probably about one-half, are related to armed conflicts in Colombia between the government and guerrilla and paramilitary groups (INML, 2020). Unfortunately, the primary sources of information in Colombia contain conflicting data; therefore, it is possible that there are more missing people than reported in databases. (RU V, 2020; INML, 2020).

Located in the central-eastern region of Colombia, the Casanare Province was one of the many zones strongly impacted by armed conflicts. Probably more than 150 people were forced to disappear from Chámeza and Recetor, two small towns in the southwest area of the Casanare Province. These disappearances were from 2002-2003 and attributed to one of the illegal armed groups in Colombia. These groups are well known as Paramilitaries or the United Self Defense of Casanare (AUC, by its Spanish abbreviation) (EQUITAS, 2015). Until now, the remains of only 14 forced disappearances have been found and returned to their families. The main causes of these disappointing numbers are the lack of integrated information and the non-sophisticated search methods that are being employed in the process of finding victims (FGN, 2020).

Presently, Colombia is in a peace process to end the armed conflict with the Revolutionary Armed Forces of Colombia (FARC–EP), complying with the peace agreement signed in 2016. During the peace negotiation process, access to the truth was a crucial step for the reparation to the victims. This was an important step towards justice after the conflict (OACP, 2020). Consequently, finding the victims contributes to the reparation process. To investigate human rights infringement in Chámeza and Recetor, a non-profit association, EQUITAS, an independent forensic team, developed a strategic regional plan to aid in the search for victims. This plan, Predictive Spatial and Statistical Modelling (MESP, by its Spanish abbreviation), produced a predictive heatmap model that indicated the areas with the highest probability to find clandestine graves (EQUITAS, 2015).

To take advantage of the information provided by MESP and accomplish our goal properly, it was important that a field procedure was developed prior to starting a controlled excavation. This procedure included several types of analyses: surface geomorphology changes, soil type, visual observation of the vegetation variations and near-surface geophysics (Ruffell and Mckinley, 2014). In the process of investigating, there are a variety of geophysical methods that can be used. Ground Penetrating Radar GPR, the most commonly used in forensic search, has several limitations related to environmental features such as soil moisture, waterlogged, clay-rich (Pringle et al., 2012). In our case studies, the zones with wooded topography and difficult terrain access were not suitable for GPR. Therefore, Electrical Resistivity Tomography (ERT) was evaluated as a more reliable method in this investigation. ERT is a near-surface geophysical method and permits surveying in wooded terrain. Furthermore, it has been widely used for the detection of clandestine graves (Pringle et al., 2012), ancient burials (Dick et al., 2015) and controlled experiments (France et al., 1992).

ERT is based on the application of an electric current penetrating into the ground to measure the intensity of the electric resistivity generated in the response. We were able to obtain information on the electric resistivity properties of the analyzed material, passing an electrical current and applying Ohm’s law ($R = V/I$), where $R$ is the electrical resistance, $V$ is the potential difference between the electrodes and $I$ the current intensity. The use of ERT as a complement to other geophysical methods has been very useful in various applications, such as water search, plume detection, location of leaks, soil study in agriculture and determination of geological strata.

Given the above, a multidisciplinary approach has been proposed using modeling and high-resolution techniques to study the cases in Casanare Colombia (Molina et al., 2019). This integration of technologies guarantees the appropriate scientific methodology is used to assist the investigators in Colombia in finding missing people (Brilis, 2001; Grip et al., 2000). Furthermore, it could be very advantageous to start with a large-scale method such as, remote sensing and photogrammetry, before the near-surface method. Doing this could offer digital support to the preliminary visual observations and allows for the appropriate fieldwork planning.

Geospatial information is a useful tool for field researchers, and over the past decade has been employed extensively in human rights research. Along with traditional data products such as maps, photographs, and field sketches, remotely-sensed data in the form of satellite imagery has increasingly been a key component of this research. This is due to remotely-sensed data ability to provide information about remote, dangerous, or otherwise inaccessible locations (AAFS, 2013; Marx and Goward, 2013). With a ground sample distance of 30 centimeters per pixel even the highest-resolution commercial satellite...
imagery is limited when the subject of interest is on the scale of individual clandestine burials. In places like Colombia the difficulties associated with this data product are further compounded by local factors such as frequent cloud cover, and/or the presence of continuous forest canopy. In situations like these, however, many of the difficulties associated with satellite imagery can be overcome by conducting photogrammetric mapping on-site.

The use of photogrammetry to enhance field research has already proven useful in a number of fields, including geology, civil engineering, and city planning (Shugar et al., 2017). Additional applications of these tools have also emerged in the fields of archaeology where they have been useful in reconstructing damaged cultural heritage sites, and in law enforcement where they have supplemented the traditional role of the crime-scene photographer in preserving evidence (Al-Ruzouq et al., 2012). While these latter applications are in many ways similar to the documentation of clandestine grave sites in the human rights context, multi-image photogrammetry has yet to be applied to this type of investigation.

In the context of research on clandestine graves, photogrammetry has the potential of benefiting investigations in three primary ways: by providing field researchers with enhanced situational awareness; by facilitating the identification of potential burial sites; and by enhancing the documentation of gravesites once they have been discovered. Traditionally, satellite imagery has been used in the first and second roles, however as mentioned above, its use is limited by weather, tree cover, and resolution. Therefore, its usefulness in investigations is often limited to the very largest of gravesites or providing historical or contemporary context about the surrounding terrain. The output of photogrammetry may be able to transcend these limitations. For example, when the input images contain geotags in their EXIF data, which many GPS-enabled cameras generate automatically, the processing software can use this information to produce fully georeferenced orthomosaics and digital surface models (DSMs) with significantly higher resolution than comparable satellite data.

This article presents the study of two places of interest to detect graves and find missing people in Casanare, Colombia. It was organized as follows: Materials and Methods describes the features of the zones of interest we studied and the methodologies used to study and explore these sites. Results presents the results from the multidisciplinary approach with focus on clandestine graves detection. Discussion and Perspectives expounds the advantages and limitations of the reported methodologies and techniques for this kind of human rights projects.

**Materials and Methods**

**Study Sites**

**Chámeza Zone**

The first study site determined by MESP is located at an altitude of 2018 meters above sea level with coordinates 5.0°8.0’ 4.4” N and 72° 51’ 2.0” E. The San José Mountain Ridge is at this location. Due to the steep, densely wooded terrain and lack of roads access is difficult and the only practical means of accessing the site is via pack horse or mule train using a narrow, winding path. The topography is undulating, covered with dense vegetation and many rock fragments as shown in Figure 1a. The environment is a humid tropical forest with predominately clay soil.

To begin the search, first the ground zone was evaluated. Observations of the soil showed the presence of extensive leaf litter of between 0.1m to 0.15m in thickness, which was necessary to remove before the use of ERT. This was done to establish good contact of the ERT electrodes with the ground. The soil presents a black color for the first 0.1m of depth, which indicates the presence of organic matter. Below this, a second stratum of 0.1m to 0.2m in thickness, exhibited gray color. This was in turn underlaid by yellow clay. In Figure 1b, a picture of an ERT line at the location is presented.

Figure 1. The study site in the Chameza Zone. a) The place indicated by the families of the victims as a possible location of interest; b) ERT line within the search area.

**Recetor Zone**

The second area of interest identified by MESP is located at an altitude of 1658 meters above sea level with coordinates 5.0°9.0’ 46” N and 72° 55’ 24” E. This specific site is known as Teguita Alta, and referred to as “The School” by the local inhabitants due to its former use as a training camp for illegal armed groups. This site is illustrated in Figure 2a. Access to this site was less difficult than Chámeza and motorized transport was possible, although the roads are unpaved. The landscape presented smooth slopes with “isolated” vegetation. The methods used to conduct the initial search were the same as at Chámeza. Figure 2b, shows the electrical resistivity tomography ERT GEOAMP 202 in the location where animal bones were found.
Photogrammetry

Alongside ERT, this investigation attempted to apply both air and ground-based photogrammetry to the two sites of interest, which were selected by MESP as having the highest probabilities of finding the remains of missing people. The first goal of the investigation was to evaluate the technique’s usefulness as a tool for enhancing the situational awareness of field researchers conducting forensic investigations in rugged, unfamiliar terrain.

The Recetor Zone called Teguita Alta 1, and Teguita Alta 2, consisted of open fields, which allowed the mapping to be conducted using UAS. At these sites, a stock DJI Phantom 4 was used for this purpose. The UAS was controlled using a tablet computer attached to its remote-control unit, which allowed for automated flight with the possibility of manual intervention at any time. Two different applications were used to upload flight plans to the aircraft, Pix4DCapture and DroneDeploy. Both Pix4DCapture and DroneDeploy would normally rely on internet access to retrieve online maps to facilitate the process of defining the survey area. As no connectivity was available at the sites, the area was defined using a laser rangefinder and, where possible, by walking the perimeter of the site while holding the tablet, thereby establishing its boundaries using the tablet’s built-in GPS.

The survey flights were conducted under computer control, without direct pilot input except in case of emergency. In order to ensure that the UAS would not be in danger of encountering any obstacles during these autonomous flights, a manual test flight was conducted prior to each survey flight. This test flight established the minimum altitude at which the aircraft could safely fly without encountering trees, terrain, or other obstructions. The final parameter of the flight involved defining the exact path followed by the UAS. The flight over the first site, conducted using DroneDeploy, was defined as a single-grid mission followed by a single circular orbit of the site. For the second site, controlled by Pix4DCapture, a double-grid mission was flown, in which the flight path consisted of overlapping grid paths, rotated at ninety degrees to one-another. At both sites, the amount of visual overlap between subsequent images was defined as 80%. Whenever possible, the area to be mapped was cleared of personnel prior to each flight to minimize the potential for error caused by motion in the scene. When this was not possible, everyone in the mapped area was asked to remain still.

The San José site in the Chameza Zone was located under dense forest canopy, on the side of a north-south facing hill slope where dense vegetation precluded the automated flight of the UAS. Manual flight, while possible, was deemed too risky due to the potential for crashing the UAS. For this reason, mapping at this site was performed on the ground using a Canon 6D Digital Single-Lens Reflex Camera with a Sigma 8mm circular fisheye lens; the camera’s built-in GPS provided geolocation data. This lens provided a 180-degree field of view, which allowed for the maximum possible amount of overlap between successive images. The mapping proceeded on foot in an over-lapping grid pattern, with the first pass covering the site through a series of traverses in an east-west direction at right angles to the slope, followed by a second series that covered the site via traverses in a north-south direction. Photographs were taken at approximately one-meter intervals, though the pattern often diverged from a perfect grid due to the practical considerations associated with navigating the uneven terrain on foot. The locations of the images acquired at this site are shown in Figure 3a.
to provide unique, easily identifiable 3-D reference points during processing, as shown in Figure 3b. Although these markers were placed at high density throughout most of the study area, in order to evaluate whether it was possible to use natural features as manual tie-points in this type of terrain, none were placed in the northeast quadrant of the study area.

Once collected, the data was downloaded and processed using Pix4D Desktop. For UAS flights, the default processing parameters for 3-D mapping produced good results from automatic image alignment. The adjustment process gave a maximum of only 2.5 percent of images uncalibrated; it was because there was no overlap of the edge of the images, which primarily corresponds to outside the study area where the images included a significant presence of trees. As expected, for the ground-based mapping, automatic image alignment was far less successful. As a result, the images were manually calibrated with one another using the alphanumeric markers described above. Following this manual process, 221 out of 236 images were correctly calibrated. Since total station or survey-grade GPS was not available at the three sites, ground control points, used to improve the geolocation data generated by the cameras onboard GPS, were not available. Instead, Pix4D’s “scale and orient” tool was used to adjust the size and rotation of the model by referencing stakes and measurement tapes that had been placed on the ground in the field site for this purpose. The 15 images that failed to calibrate even after manual matching were located almost exclusively in the northeast quadrant where artificial references had been deliberately omitted. The calibrated images were then processed into a 3-D point cloud using Pix4D’s standard matching algorithm. The resulting point cloud contained a large number of points that corresponded to overhanging vegetation, and which interfered with interpretation of the scene. In order to simplify the resulting model, the point cloud was manually edited to remove features that were not of interest to the investigation, including branches, leaves, and other elements that had the potential of obscuring the surface of the terrain in the final mosaic. The lower ends of tree trunks, however, were preserved, as were logs already on the ground, because both of these are part of the landscape and can serve as useful reference points should the model be used to guide subsequent investigations. The edited point cloud was then processed into a 3-D model using a custom set of processing parameters that maximized the number of triangles in the completed mesh.

**Geophysics**

There is little existing literature on applying forensic geophysical methods to clandestine burials sites in South America (Sagripanti et al., 2013; Molina et al., 2015). The few studies that do exist in this area have shown good results with detecting simulated graves using methods similar to the ones discusses in this article in controlled conditions. However, the success of these techniques depends on many factors, such as time since burial, burial style, local soil type, vegetation, and the locations climate (Molina et al., 2016). In the current investigation, ERT was used to explore the areas of interest determined by MESP. This method enables the exploration of remote, difficult to access areas with mountainous terrain and challenging environmental conditions as described above (Molina et al., 2013).

**Electrical Resistivity Tomography (ERT)**

In the study zone, the data were acquired by a GeoAmp 303 electric tomography apparatus using the Wenner method. In Chámeza, the experimental design consisted of eight tomography lines, each being 15.5 m long and separated by 0.5m between successive lines. This configuration was chosen in order to obtain data every 0.30m. Earthimager Software v. 2.4.1 (https://www.agiusa.com/) was used to process the data in direct mode.

In the Recotor Zone, only one-line of ERT was made, using the same configuration as in Chámeza. At this site, the results of the line enabled the detection of a grave containing animal bones.

**RESULTS**

**Photogrammetry**

The aerial data collected using UAS produced high-quality mosaics and digital elevation models with minimum effort. Ground sample distance in the orthomosaics produced by autonomous flight was approximately 2 cm per pixel, over 10 times better than the best available satellite imagery. After being generated by Pix4D, the 3-D Analyst Toolbox in Esri ArcMap was used to convert the digital surface models (DSMs) into slope maps, which were able to reveal several small depressions and areas of level ground that were not immediately obvious or accessible to the team in the field. These could be promising future targets for investigation using subsurface tomography. Examples of airborne-derived DSMs are shown in Figure 4.

![Figure 4. Digital Surface Models derived from UAS imagery. a) Teguita Alta site one and [b] site two.](https://www.agiusa.com/)

Following point cloud editing, the 3-D model generated from the ground-based images acquired at San José successfully reproduced the essential features of the landscape, including fallen logs, tomographic equipment, and test pits dug during the course of the fieldwork. At the highest magnification, many areas of this model’s texture map were blurry, or contain multiple overlapping “ghosts” of the same feature. This
is likely due to the large number of images that overlap a given point in this model, combined with small errors in the manual image calibration. Nonetheless, features as small as the heads of tomography electrodes are easily distinguishable as such in the model. Based on the dimensions of these features, the model’s texture map has an estimated spatial resolution of approximately 0.01 m per pixel. Despite the qualitative fidelity of the 3-D model, however, the orthomosaic generated from the ground-based images contained numerous image artifacts that could not be eliminated using the editing tools available in Pix4D. In order to produce a useful mosaic, the 3-D model, which was not subject to these errors, was viewed in orthographic projection at high magnification. By stitching together multiple vignettes and georeferencing the resulting mosaic according to the model’s geolocation data, a more faithful orthomosaic was produced. This output depicts the terrain located beneath the jungle canopy as it appeared during the collection of subsurface tomography data, and can inform the placement of subsequent tomography soundings. An overview of this mosaic is shown in Figure 5a. As described above, the lack of data in the northeast quadrant is due to failed image calibration resulting from a lack of alignment markers in that region. The artifacts associated with the orthomosaic did not extend to the digital surface model derived from the ground-based photography. This output, like the 3-D model, reproduced the contours of the terrain and associated features, as shown in Figure 5b. Measurements conducted on objects of known length within this model show that the geometric corrections applied by the “scale and orient” tools did result in a model that faithfully reproduces their dimensions at a local scale. However, due to the lack of ground control points in this case whether geometric consistency applies over greater distances could not be validated. Similarly, the elevations of the DSM, being solely based on the camera’s built-in GPS, may vary significantly from the terrain in an absolute sense.

Geophysics

Chámeza

ERT produced eight-lines of tomographic data, each of which show the apparent electrical resistivity along a transect of the area of interest in 2D. Between lines one and two, there is a negative anomaly visible as an area of blue color within the black circle in Figure 6. The rest of the tomography lines did not produce resistivity profiles of any interest.

Recetor

The ERT line identified a significant positive anomaly at this location. As a result, a grave 0.60 m x 0.50 m x 1.40 m was detected. Instead of the remains of victims of forced disappearance, however, this grave contained animal bones, as shown in Figure 7. Furthermore, subsequent data processing identified two small additional anomalies (not shown), which could be interesting to verify during the next field season.

Discussion and Perspectives

This work demonstrates that photogrammetry, in addition to enhancing the situational awareness of field teams in remote environments, is a powerful and effective tool in facilitating the search for and documentation of gravesites in the context of human rights.

Where the terrain is sufficiently clear of obstacles to allow for automated flight operations, UAS-based photogrammetry can be a valuable tool for providing a broad overview of a site at a resolution significantly higher than the best available satellite imagery. Under dense tree cover, ground-based imagery can also be used for this purpose. However, this method can be time-consuming in both the set-up phase (alignment markers are essential to the technique’s success and must be carefully placed beforehand, and low-lying vegetation must be cleared to allow for walking), and the processing phase (the resulting images must be manually aligned and calibrated). Due to the amount of effort necessary to create good results using ground-based photogrammetry in jungle terrain, it therefore cannot be recommended as a tool for surveying a large area. In all cases, confidence in the results of photogrammetric surveys would be significantly enhanced through the use of ground control points to constrain the resulting model. These results would be further improved by using a real-time kinematic (RTK) GPS receiver to calibrate a total station, rather than the handheld units available for this work.

The multidisciplinary approach of integrating geophysics techniques such as ERT alongside photogrammetry using remote sensors is a very important and useful tool for investi-
gators. The possibility of visualizing and locating depressions or subsidence in the area of interest can be consistent with the anomalies identified via ERT; thus, both results together could enable a robust detection of probable locations for a mass grave.

Electrical Resistivity Tomography (ERT) is a recommended geophysical method for searching for clandestine graves in forested or otherwise difficult-to-access areas, which are the features of many places in Colombia. In Chameza and Recotor it was possible to detect anomalies associated with objects buried under the soil such as rock fragments and animals remain; therefore, the findings demonstrate that ERT is a valuable technique when searching for clandestine graves in these particular conditions. Furthermore, its handling will permit access to other wooded zones revealed by MESP and proposed by testimonies from victim's families.

The MESP model is likewise important, as it enables a significant reduction in the search area, and correspondingly, the time spent searching for gravesites. Because of this, such desk-based work is highly important before going out into the field.

Currently, American Association for the Advancement of Science AAAS is exploring a number of applications of this technique that have the potential to increase its value to human rights advocates in the future. One such application involves correlating the orthomosaics generated from modern photogrammetric surveys with declassified US government satellite imagery acquired around the time that many of these graves were suspected to have been dug. Preliminary work suggests it may improve the interpretability of contemporary data by providing relevant historical context. Another application involves using photogrammetry, not just to document remains as they are exhumed in the field, but in the laboratory as well. When the model resulting from these experiments was shared with a professional medical examiner, he indicated that the level of detail was sufficient to come to a forensic conclusion about the remains. In the future, this technique could be an important way of preserving the record of trauma associated with the remains, even after they have been returned to families for re-interment. Such models might even be 3-D printed, so that an accurate physical representation of the remains can be presented in court cases where the remains themselves are no longer accessible.

The potential use of this evidence in court raises another important issue associated with this technique. As an emerging technology that continues to evolve, developing consistent, workable standards and best practices for collecting and analyzing photogrammetric evidence in a legal context will be essential if its use in human rights investigations is to expand beyond the current proof-of-concept as shown in Figure 8a and Figure 8b. To do this, conversations will need to take place among geospatial technologists, forensic scientists, human rights practitioners, lawyers, and members of the judiciary regarding the potential legal implications of the methods used to create these models. Training will necessarily be an important component of these conversations. Through these and similar efforts, the continued exploration of this and other emerging technologies will continue to improve the landscape of human rights practice, and form a core component of the Scientific Responsibility, Human Rights, and Law Program promoted by the American Association of the Advancement of Science. Additionally, fostering and facilitating the responsible practice and applications of science is contributing to the program of the truth, justice, and reparation of victims in the context of the peace agreements in Colombia.

Figure 8. Proof-of-concept for the use of photogrammetry for forensic documentation of human remains in a laboratory context. a) Photograph of a human skull with a traumatic injury; one of a series taken from a stationary camera while the skull rotates on a turntable. b) View of the 3-D model resulting from photogrammetry, enabling measurements of the bullet wound (in this case, 0.017 m), even after the remains are reinterred.
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Another Trick with “Hot-Keys”

In previous columns, we have highlighted using “hotkeys” in several GIS software programs including the Esri suite, Global Mapper, and Intergraph. Hotkeys are sometimes referred to as shortcut keys because of their ability to easily trigger an action. Most people are familiar with a few basic shortcut commands such as Ctrl+C to copy and Ctrl+V to paste that have become ubiquitous in most Windows-based software. While we have discussed the “built-in” hotkeys, those that the software vendor thinks you need, one great feature about hotkeys that many people do not realize is that they, too, are customizable. Setting your own hotkeys is quick, easy and a great way to streamline common processes.

In the Esri ArcGIS Desktop suite, it is as simple as:

1. Click the Customize menu and click Customize Mode.
2. In the Customize window (Figure 1) that appears, click the Keyboard button on the customize dialog box.
3. From the Customize Keyboard dialog (Figure 2) click the category in the left-hand side panel containing the command you want to modify. You can also search for commands from the ‘Show Commands Containing’ box.
4. Click the command to which you want to add a keyboard shortcut.
5. Click in the Press new shortcut key text box and press the keys on the keyboard that you want to use for a shortcut. Once that command is pressed, in will appear in the Press New Shortcut Key box. For example, to assign Ctrl+M to the Merge features tool on the editor toolbar; press the Ctrl key and the M key at the same time to make that appear in the dialogue box. One tool can have multiple shortcuts, but a shortcut command can only be assigned to a single tool. If those keys have been assigned to another command, that command’s name will appear below under the Currently Assigned to dialogue area.
6. Click Assign if the keys aren’t currently assigned to another command (Figure 3). The new shortcut appears in the Current Key/s list. If the shortcut key you typed for the selected command is currently assigned to a different command and you press the Assign button, the original command/key assignment will be overridden. When you use that shortcut key, the new command will be executed instead of the command to which this shortcut was previously assigned.

Figure 1. The Esri Customize dialog box

Figure 2. The Esri Customize Keyboard dialog box.

Figure 3. Customize Keyboard Dialog box showing the Ctrl-M shortcut assigned.

continued on page 608
Making a Difference in a Developing Country – One Student at a Time

As background, I began my Geomatics career in 1977 working at the Canada Centre for Remote Sensing (CCRS) on the absolute radiometric calibration and relative correction of data from the Multispectral Scanner and the Thematic Mapper on the Landsat satellites. Our small team of Radiometry Specialists, including Dr. Frank Ahern and with ideas from Dr. Murray Strome, contributed to the production of Landsat products on tape and on film that were highly regarded for their accuracy (Murphy et al, 1985). In preparation for the launch of Landsat 4, CCRS developed an interim processing system to analyze in detail all the inflight data including calibration information. We were also able to qualify and quantify various anomalies that had not been predicted before launch. For the Landsat Image Data Quality Assessment (LIDQA) Symposium, we chose one random scene (that happened to include President Ronald Reagan’s Ranch…) to exemplify, with considerable success, all these anomalies and our proposed correction method, as described by Murphy et al. (1985). I later worked as a Science and Technology Policy Advisor to an Assistant Deputy Minister and the Minister in Natural Resources Canada.

In 2009 I was 18 months into retirement, and it was time for a new challenge. After a whirlwind tour of Nepal in 2007, I began annual treks there in 2009 using the company, Three Sisters (also known as Empowering Women of Nepal), based in Pokhara about 300 kms west of Kathmandu. It was founded by the Chhetri sisters in 1999 to train local young women to be trekking guides and assistants. I took the Teaching English as a Second Language (TESL) course in Canada and volunteered to teach English to these young women in January each year. This was a marvelous opportunity to support an organization that was actively encouraging young women in a developing country. I felt a wonderful sense of achievement when I later encountered on a trek in the mountains some of my students, with eyes sparkling, who seemed to be totally at ease with their clients. My pattern for the next six years was to spend two months in Nepal, teaching English in January, and then trekking in the mountains.

More opportunities in Nepal related to my remote sensing career were on the horizon. In 2012, Dr. Bob Ryerson gave me the contact information for two eminent Nepalese geomatics scholars whom he had met at various international conferences. Within a year, I had started a series of informal meetings in Kathmandu with Dr. Rabin Sharma, the President of the Nepal Society for Photogrammetry and Remote Sensing. In 2013 Professor Krishna Bhandari, at that time a Ph.D. student in Thailand and a lecturer at the Paschimanchal Engineering Campus of Tribuvhan University, invited me for a tour of their campus, located in Pokhara, and we met with several of the faculty. He later returned the favour by joining my English class at Three Sisters, participating in some of the activities, and explaining to my students why science and mathematics are important.

When I returned home, I asked myself how it could be possible to teach geomatics on a campus that had none of the hallmarks normally associated with hi-tech subjects. There is an added challenge for the entire country since most of the power is hydroelectric. The electrical system works well during the monsoon season, but in the winter and spring, the power supply is intermittent at best and often non-existent for several hours a day as the rivers dry up. I decided that it must be the dedication of the Professors and the students that make the program feasible. They understand how desperately Nepal needs geomatics technology, not only on a routine basis to map resources, the landscape, and social infrastructure, but also during times of natural disasters such as earthquakes, mudslides, and glacial melting. I vowed that my next retirement project would involve setting up a scholarship to help deserving young students in Nepal in their quest to participate in Geomatics.

The Canada Nepal Geomatics Advancement Foundation (CNGAF) was registered in 2016 as a Charity with Canada’s tax agency, the Canada Revenue Agency (CRA). Our work is challenging since we speak no Nepali, and the CRA requires a raft of forms and record-keeping to be archived, including details of the students, their technical work, and their
expenses. I visited with Dr. Bhandari three more times, and I gave a short lecture to the geomatics students about the CNGAF Scholarship. I had several meetings with various Nepalese University officials, and we were finally successful in having the Foundation ratified there in February 2016, marked by a Certificate of Appreciation signed by Dr. Bhandari, Coordinator of the Research Management Unit, and by Associate Professor Gautam, Paschimanchal Campus Chief. We sent scholarships to our first two deserving young students in 2017 in their graduating year, which marked the first graduating class for the Geomatics program on that campus. Dr. Bhandari has subsequently extended the program to include a master’s degree and was instrumental in setting up the related Centre for Space Science and Geomatics Studies (CSSGS). (See https://www.facebook.com/wrc.cssgs/ for more details.) Dr. Bhandari is also using the CNGAF Scholarships to leverage collaboration with other universities, and he cites an MOU with the Centre for Spatial Information Science at the University of Tokyo. By mid-2021, the CNGAF has already provided scholarships to eight students. Their Research Projects are varied and have included a study on land pooling to improve agriculture production. Another included a 3-D spatial information system for the recently upgraded Pokhara Airport. One student did a carbon stock estimation of above-ground tree biomass using geospatial technology. Another reported that the scholarship gave him the means to travel to Chandigar, India, to present his paper “Participatory Geographic Information System for Sustainable Ecotourism in Mountainous Area” at the International Conference on “Global Frameworks in the Local Context: Challenges and Way Forward.” As a bonus, he was able to attend the related two-day Pre-Conference Workshop. Yet another is now studying in the master’s program in Geoinformation Science and Earth Observation. Immediately after completing his bachelor’s degree with a CNGAF scholarship, this student received an additional scholarship from the CSSGS. This allowed him to travel to Thailand to work as a Research Associate at the Asian Institute of Technology, where he worked on projects such as Global Navi-
One major goal of this scholarship is to foster local growth and to encourage the scholarship recipients to remain in Nepal after graduation so that these valuable skills remain in their home country, where they are so desperately needed. The Foundation has now settled into a routine of supporting three students a year, one in each year of Geomatics specialization, with a new student being selected each year based on their academic evaluations and their project proposal. The quality and content of their reports testify that they are contributing in a meaningful way to the wellbeing of their beautiful country. Despite the challenges of the Covid-19 epidemic, the University is persevering in training young people in the valuable discipline of geomatics.

I feel honored and privileged to be able to contribute in this way to the scientific discipline that I found so satisfying, and to people in a country who are richly deserving of this support. I hope this Insight into our program encourages others in our profession to support students in other developing countries. For further information contact the CNGAF at cngaf@bell.net.

Reference

Jenny Murphy (BSc Physics 1966, MSc Radioastronomy 1967, UK) specialized in the radiometric correction of Landsat satellite data at the Canada Centre for Remote Sensing and was later the Science Policy Advisor in Natural Resources Canada. In retirement she has taught English in Nepal to female trainee trekking guides and is the Founder of the Canada Nepal Geomatics Advancement Foundation registered charity. She anticipates completing her Bachelor of Humanities at Carleton University in 2023.

7. Click Close on the Customize Keyboard dialog box (Figure 3). Click Close on the Customize dialog box (you will be returned to Figure 1). Once you have assigned a shortcut to a tool, that shortcut will appear to the right of the tool if the tool appears in a menu (Figure 4).

Remember that you can also assign shortcuts to key combinations for when you run out of options. And that is all there is to making custom hotkeys.

Please feel free to share your Tips & Tricks with us. Send your questions, comments, and tips to GISTT@ASPRS.org.

Sara Hedrick is a geospatial analyst with the Dewberry Office in Denver. She works extensively with the Esri suite of software. Al Karlin, Ph.D., CMS-L, GISP, as a senior geospatial scientist in the Dewberry – Tampa office, works with all aspects of lidar, remote sensing, photogrammetry, and GIS-related projects.
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The United Kingdom includes England, Scotland, Wales, and Northern Ireland. The latter was included in a previous column on the entire island of Ireland (PE&RS, March 1999). Evidence from pre-Roman times includes Neolithic mound-tombs and henge monuments as well as Bronze Age Beaker culture tools, graves, and the famous Stonehenge monument. Brythonic-speaking Celtic peoples arrived during migrations of the first millennium B.C., according to Webster’s Geographical Dictionary. England has existed as a unified entity since the 10th century. The union between England and Wales was begun in 1284 and formalized in 1536. England and Scotland agreed to join as Great Britain in 1707 and with Ireland in 1801. The present name of Great Britain and Northern Ireland was adopted in 1927. The area of Great Britain is slightly smaller than Oregon; the kingdom has a 12,429 km coastline and the lowest point is Fenland (–4 m), the highest point is Ben Nevis (1,343 m). Great Britain is only 35 km from France and is linked by the “Chunnel.” Because of the heavily indented coastline, no location in the country is more than 125 km from tidal waters!

Thanks to the web site of the Ordnance Survey, “England was squeezed between rebellion in Scotland and war with France when King George II commissioned a military survey of the Scottish highlands in 1746. The job fell to William Roy, a far-sighted young engineer who understood the strategic importance of accurate maps. Walk into Ordnance Survey’s Southampton headquarters and you’ll see Roy’s name engraved on the curved glass entrance doors, yet his vision of a national military survey wasn’t implemented until after his death in 1790. By then Europe was in turmoil, and there were real fears that the French Revolution might sweep across the English Channel.

Realizing the danger, the government ordered its defense ministry – the Board of Ordnance – to begin a survey of England’s vulnerable southern coasts. In June 1791, the Board purchased a huge new Ramsden theodolite, and surveyors began mapping southern Britain from a baseline that Roy himself had measured several years earlier.

“The first one-inch map of Kent was published in 1801, and a similar map of Essex followed – just as Nelson’s victory at Trafalgar made invasion less likely! Within twenty years about a third of England and Wales had been mapped at the one-inch scale. If that seems slow in these days of aerial sur-
veys and global positioning, spare a thought for Major Thomas Colby – later Ordnance Survey’s longest serving Director General – who walked 586 miles in 22 days on a reconnaissance in 1819. In 1824, Parliament ordered Colby and most of his staff to Ireland, to produce a detailed six-inch to the mile valuation survey. Colby designed specialist measuring equipment, established systematic collection of place names, and reorganized the map-making process to produce clear, accurate plans. But Colby the perfectionist also traveled with his men, helped to build camps, and arranged mountaintop feasts with huge plum puddings at the end of each surveying season.

“Soon after the first Irish maps began to appear in the mid-1830s, the demands of the Tithe Commutation Act provoked calls for similar six-inch surveys in England and Wales. The government prevaricated but, by then, there was a new power in the land. This was the era of railway mania and if the one-inch map was unsuitable for calculating tithes, it was virtually useless for the new breed of railway engineers. To make matters worse, mapping of England and Scotland remained incomplete and, in 1840, the Treasury agreed that the remaining areas should be surveyed at the six-inch scale. Now, surveyors needed greater access than ever before; and so, in 1841, the Ordnance Survey Act gave them a legal right to ‘enter into and upon any land’ for survey purposes. A few months later Ordnance Survey’s cramped Tower of London offices were at the centre of a national catastrophe when fire swept through the Grand Storehouse, threatening to engulf the Crown Jewels in the Martin Tower. Miraculously, the Jewels were saved, and most of Ordnance Survey’s records and instruments were also carried to safety. But the blaze highlighted the Survey’s desperate need for more office space, and prompted a move to Southampton. “The scene was now set for two decades of wrangling over scales. Throughout this period, Victorian reforming zeal was creating an acute need for accurate mapping. The issue was settled piecemeal until, by 1863, scales of six inches and twenty-five inches to the mile had been approved for mountain and moorland, and rural areas respectively. The one-inch map was retained, and detailed plans at as much as ten feet to the mile were introduced for built-up areas.

“By now, Major-General Sir Henry James – perhaps Ordnance Survey’s most eccentric and egotistical Director General – was midway through his twenty-one year term. James quickly saw how maps could be cheaply and quickly enlarged or reduced using the new science of photography, and he designed an elaborate glass studio at Southampton for processing photographic plates. James planted his name on everything he touched, and later claimed to have invented photo zincography, a photographic method of producing printing plates. In fact, the process had been developed by two of his staff. By 1895 the twenty-five inch survey was complete.

“The twentieth century brought cyclists and motorists swarming onto the roads, and the new Director General, Colonel Charles Close, prepared to exploit this expanding leisure market. But by now, the tide of history was sweeping Ordnance Survey back to its roots. As Britain entered the First World War, surveyors, draughtsmen and printers from Ordnance Survey were posted overseas. Working in appalling conditions alongside the troops, surveyors plotted the lines of trenches and, for the first time, aerial photography was used to capture survey information.

“After the war, Sir Charles, as he now was, returned to his marketing strategy and appointed a professional artist to produce eye-catching covers for the one-inch maps. Ellis Martin’s classic designs boosted sales to record levels, but the war had taken its toll; behind their bright new covers, the maps were increasingly out of date. In an uncanny echo of the mid-nineteenth century, a whole raft of new legislation brought demands for accurate, up-to-date mapping.

“Matters came to a head in 1935, and the Davidson Committee was established to review Ordnance Survey’s future. That same year, a far-sighted new Director General, Major-General Malcolm MacLeod, launched the retriangulation of Great Britain. Surveyors began an Olympic task, building the now familiar concrete triangulation pillars on remote hilltops throughout Britain. Deep foundations were dug by hand, and staff dragged heavy loads of materials over isolated terrain by lorry, packhorse and sheer brute force. The Davidson Committee’s final report set Ordnance Survey on course for the 21st century. The National Grid reference system was introduced, using the metre as its measurement. An experimental new 1:25,000 scale map was launched, leaving only the one-inch unsathed. It was almost forty years before this popular map was superseded by the 1:50,000 scale series, first proposed by William Roy more than two centuries earlier.

“In 1939, war intervened once again. The Royal Artillery was now responsible for its own field surveys, but over a third of Ordnance Survey’s civilian staff were called up, and its printing presses were kept busy with war production. It wasn’t a soft option. Enemy bombing devastated Southampton in November 1940 and destroyed most of Ordnance Survey’s city centre offices. Staff were dispersed to other buildings, and to temporary accommodation at Chessington. But the military appetite remained insatiable – the Norman dy landings alone devoured 120 million maps!

“After the war, Ordnance Survey returned to Davidson’s agenda; the retriangulation was completed, and metric maps began to appear along National Grid sheet lines. Aerial survey helped speed up the new continuous revision strategy, and up-to-date drawing and printing techniques were introduced. But the organization was still fragmented, scattered across southern England in a battered collection of wornout buildings. All that changed in 1969, when Ordnance
Survey moved to its present, purpose-built headquarters on the outskirts of Southampton. Four years later, the first computerized large-scale maps appeared; the digital age had begun. Ordnance Survey digitized the last of some 230,000 maps in 1995, making Britain the first country in the world to complete a programme of large-scale electronic mapping.

Computers have transformed the map-making process, and electronic data is now routinely available to customers within 24 hours of being surveyed. The public still knows Ordnance Survey for its comprehensive range of printed leisure maps, yet electronic data now accounts for some 80% of Ordnance Survey’s turnover. Independent estimates show that the national mapping agency’s data now underpins up to £136 billion-worth of economic activity in Britain – everything from crime-fighting and conservation to marketing and mobile phones.”

OS was founded in 1791 by the Master General of Ordnance [equivalent to the Minister of Defense today], Charles Lennox, Duke of Richmond. His Grace had been an outspoken supporter of the American colonists in the House of Lords. In December 1775 he declared that the resistance of the colonists was “neither treason nor rebellion, but it is perfectly justifiable in every possible political and moral sense.” Yet less than 10 years later he was a government minister – I think anywhere else in Europe he would have been executed or exiled! He was succeeded as Master General by Lord Cornwallis, who didn’t appear to have suffered any long-term political damage by that unfortunate incident at Yorktown. An early Director General of OS, William Mudge, had served on Cornwallis’s staff in the southern colonies.”

~ Russell Fox, Ordnance Survey

The original triangulation of Britain was carried out between 1783 and 1853 and is known as the “Principal Triangulation.” Jesse Ramsden, a gifted but dilatory gentleman, built the theodolite where the overall size of the horizontal circle measured 3 feet in diameter and was divided to a precision of a tenth of an arc second! (That’s the same precision as the Wild Heerbrugg T-4 astronomical theodolite still manufactured as recently as the 1980s). Major General William Roy once wrote, “On one occasion he (Ramsden) attended at Buckingham Palace precisely as he supposed at the time named in the Royal mandate. The King remarked that he was punctual as to the day and hour, while late by a whole year!” The genius responsible for the final adjustment and computation of the Principal Triangulation of 1783-1853 was Colonel Alexander Ross Clarke who also computed the Clarke ellipsoids of 1858, 1866, and 1880. The network selected by Clarke was an interlocking system of well-conditioned triangles. In 1967, the Ordnance Survey wrote, “This network was geometrically of great strength since it involved no fewer than 920 condition equations to find corrections to 1,554 observed directions subsequently used to fix 218 points.” The One-Inch map series referred to a map scale of one inch equals one mile. The One-Inch Scottish Bonne projection (1852-1936) was based on the Principal Triangulation and had a central meridian $\lambda_0 = 4^\circ W$, a latitude of origin $\phi_0 = 57^\circ 30'\ N$, a scale factor of unity, and with no false Origin. The One-Inch English and Welsh Cassini projection (1919-1936) was also based on the Principal Triangulation and had a central meridian $\lambda_0 = 2^\circ 41' \ 03.5620'' W$, a latitude of origin $\phi_0 = 53^\circ 13' \ 17.2740'' N$, a scale factor of unity, and with no false Origin.

The counties of the United Kingdom were based on local Cassini-Soldner projections that had the typical scale factor equal to unity, no false origin, and a single triangulation station as the projection origin. System Ben Auler ($\phi_0 = 56^\circ 48' \ 50.3889''\ N, \lambda_0 = 4^\circ 27' \ 49.7064'' W$) served the counties Canna, Eigg, Muck, Rhum, Sanday, and Skye of the Inner Hebrides and Inverness of Scotland. System Ben Cleuch ($\phi_0 = 56^\circ 11' \ 08.8438''\ N, \lambda_0 = 3^\circ 46' \ 05.2765'' W$) served the counties Clackmannan and Perth of Scotland. System Ben Clibrig (1839) ($\phi_0 = 58^\circ 14' \ 07.8780''\ N, \lambda_0 = 4^\circ 24' \ 35.3627'' W$) served the county of Sutherland, Scotland. System Black Down (1797, 1840) ($\phi_0 = 50^\circ 41' \ 10.3186''\ N, \lambda_0 = 2^\circ 32' \ 52.4856'' W$) served the counties Dorset and Somerset of England. System Bleasdale ($\phi_0 = 53^\circ 54' \ 55.351''\ N, \lambda_0 = 2^\circ 37' \ 20.752'' W$) served the county of Lancashire, England. System Brandon (1822) ($\phi_0 = 52^\circ 24' \ 19.820''\ N, \lambda_0 = 0^\circ 37' \ 21.040'' W$) served the counties Durham and Northumberland of England. System Broadfield ($\phi_0 = 55^\circ 47' \ 59.8320''\ N, \lambda_0 = 4^\circ 32' \ 20.5920'' W$) served the county of Fife, Kirkcudbright, Scotland. System Brown Carrick ($\phi_0 = 55^\circ 24' \ 26.5714''\ N, \lambda_0 = 4^\circ 42' \ 41.1291'' W$) served the counties Ayr, Wigtown, and Kirkcudbright, Scotland. System The Buck ($\phi_0 = 57^\circ 17' \ 51.1940''\ N, \lambda_0 = 2^\circ 58' \ 32.0297'' W$) served the counties Aberdeenshire, Banff, East Lothian, Fife, Kinross, Kinross, Midlothian, and West Lothian of Scotland. System Cairn Glasher ($\phi_0 = 57^\circ 20' \ 22.8895''\ N, \lambda_0 = 3^\circ 50' \ 30.5116'' W$) served the county of Nairn, Scotland. System Cleisham (1840) ($\phi_0 = 57^\circ 57' \ 50.6850''\ N, \lambda_0 = 6^\circ 48' \ 41.4340'' W$) served the Outer Hebrides. System Craigowl ($\phi_0 = 56^\circ 32' \ 52.4204''\ N, \lambda_0 = 3^\circ 00' \ 48.5178'' W$) served the county of Angus, Scotland. System Cruach-na-Sleagh ($\phi_0 = 56^\circ 07' \ 08.9328''\ N, \lambda_0 = 5^\circ 43' \ 34.1145'' W$) served the counties Argyle, Arran, and Bute of Scotland and Coll, Islay, Jura, Mull, and Tiree of the Inner Hebrides. System Cryn-y-Brain (1852, 1853) ($\phi_0 = 53^\circ$...

The retriangulation of Great Britain was not based on a single origin point. However, it was not based on any new length measurements, either. The overall size of the network was constrained to agree with the old 18th century Principal Triangulation using the old coordinates of 11 primary stations adjusted by Clarke. Therefore, the Ordnance Survey of Great Britain 1936 datum (OSGB36) does not have a single origin point. The ellipsoid of reference is the Airy 1830 where a = 6,377,563.396 m and b = 6,356,256.910 m. The overall size of the OSGB36 is based on the measurement of a single distance between two stations on Hounslo Heath in 1784 using 18-foot glass rods! The error incurred by using this scale constraint yielded an error in the length of the entire country of only 20 meters! The War Office Grid (1927-1950) was based on the Cassini-Soldner projection and had a central meridian λ₀ = 1° 11’ 50.1360”W, a latitude of origin φ₀ = 50° 37’ 03.7480”N, a scale factor of unity, False Easting = 500 km, and False Northing = 100 km. Introduced in 1931, the English Yard Belt Transverse Mercator (m₀ = 0.9996, False Easting and False Northing = 1,000,000 yds.) was short-lived and was replaced by a slightly different metric version in 1945 and it continues to be used. The current system is the National Grid. Although the equations published appear to be a Gauss-Krüger expansion to the 5th derivative, they are cast as latitude differences from the False Northing latitude of true origin = 49° N. The central meridian = 2° W, and the scale factor at the central meridian, commonly mistaken for that of the TM Yard Grid and the UTM Grid, is different in that by definition, mo = 0.9996012717... = Log10 mo = 1.99982680, exactly. I would love to find out where that number came from. The False Easting is 400 km and the False Northing is –100 km.

The Ordnance Survey seven-parameter transformation from OSGB36 to WGS84 modified to the standard American rotation convention used by the National Geodetic Survey (NGS) and by the National Imagery and Mapping Agency is DX = +446.448 m, DY = –125.157 m, DZ = +542.060 m, scale = –20.4894´10^-6, Rₓ = –0.1502˝, Rᵧ = –0.2470˝, and Rzzarella = –0.8421˝. “OSGB36 is an inhomogeneous Terrestrial Reference Frame by modern standards. Do not use this transformation for applications requiring better than 5 metre (sic) accuracy in the transformation step, either vertically or horizontally. Do not use it for points outside Britain.” The above transformation parameters were extracted from A Guide to Coordinate Systems in Great Britain, a “pdf” file downloaded from the Ordnance Survey’s web site, www.gps.gov.uk. Higher accuracy transformations are possible utilizing the free software available from the Ordnance Survey in the form of OSTN02, a bi-linear interpolation package similar in concept to the NADCON package of the NGS. The British Geoid
Model, OSGM02, is available and is free from the Ordnance Survey. The stated vertical accuracy is 2 cm in mainland UK and 4 cm for other areas. I hope that other nations will follow the example of the United Kingdom, Australia, Mexico, and the United States in making critical national geodetic transformation models available at no charge to the public. I am indebted to Russell Fox, soon to retire from the Ordnance Survey, and to John W. Hager, now retired from NIMA, for their patience over the years in helping me to compile this mass of data on the UK.

United Kingdom Update

The Ordnance Survey of the United Kingdom has published an up-to-date document that covers all of the current coordinate systems and recommended transformation methods and parameters as of 2020:
https://www.ordnancesurvey.co.uk/documents/resources/guide-coordinate-systems-great-britain.pdf

The contents of this column reflect the views of the author, who is responsible for the facts and accuracy of the data presented herein. The contents do not necessarily reflect the official views or policies of the American Society for Photogrammetry and Remote Sensing and/or the Louisiana State University Center for Geoinformatics (C4G).

This column was previously published in PE&RS.

John Dwyer, who started working at EROS in 1980 and retired in 2019 as Chief of the Science and Applications Branch, passed away Sunday, July 4, of complications from ALS. He was 65.

John started as a contract data analyst in Science and Applications. Among his accomplishments during his time at EROS, he earned a master’s degree in geological sciences and did some Ph.D. coursework; became a Federal employee of USGS; worked two detail positions at Reston, VA; served as contract department manager for, and built up, the then-new Satellite Systems Branch; and built the Landsat Satellites Data System (LSDS) Science Research and Development (LSRD) project team. He also earned the Distinguished Service Award from the Department of the Interior.

John was the Landsat project scientist through the development of Landsat 8 and formulation of Landsat 9. Throughout his career at EROS, he was instrumental in the hiring and development of many key staff. “John had a unique ability to bring out the best in the people he worked with,” said Brian Sauer, Landsat Engineering and Development Manager.

John’s obituary can be found at www.millerfh.com/obituary/john-dwyer.
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THE ASPRS BOARD OF DIRECTORS ANNOUNCES THE APPOINTMENT OF KAREN SCHUCKMAN AS THE NEXT EXECUTIVE DIRECTOR OF ASPRS

“After a thorough and extensive search process, the ASPRS Board of Directors has named Karen Schuckman as its next Executive Director. Karen in her previous positions in ASPRS has demonstrated an incredible commitment to seeing the Society succeed, and we look forward to her continuing to help us make ASPRS the best society possible”, says Jason Stoker, President of ASPRS.

The Executive Director is the senior operating officer of the Society and reports directly to the Board of Directors. The responsibilities of the Executive Director are outlined in the Bylaws, in Article XI Section 3. Schuckman succeeds Acting Executive Director Jesse Winch, who announced his retirement from ASPRS, effective June 30, 2021.

“I am pleased and honored to continue serving the Society and the profession in the role of Executive Director. I will miss the daily interaction I had with Jesse over the past 5 years as Managing Director, but I appreciate the Board’s vote of confidence as I step into his role. ASPRS has been and continues to be the cornerstone of my professional life, and my goal as Executive Director is to ensure that it continues to thrive, supporting evolving interests and needs of the geospatial community for decades to come”, says Schuckman.

Schuckman’s involvement with ASPRS began in 1990 as a member of the California State University, Fresno Student Chapter. She has since served the Society in a wide variety of elected regional and national positions and is a Past President and Fellow of ASPRS, former Director of the Photogrammetric Applications Division and Professional Practice Division, Certified Photogrammetrist, and Certified Mapping Scientist-Lidar. She has won numerous awards from ASPRS including the 2018 Outstanding Service Award.

ASPRS ADDS SUPPLEMENTAL MATERIAL FEATURE TO PE&RS

Photogrammetric Engineering & Remote Sensing (PE&RS) the monthly journal of the American Society for Photogrammetry and Remote Sensing (ASPRS) has added a supplemental material feature to PE&RS. This feature will be available in the digital version of PE&RS hosted by Ingenta Connect.

“This feature will increase the exposure of authors’ work and provide the reader with presentation materials and data files used in the published research; thus, increasing the number of citations to the published papers,” said Dr. Alper Yilmaz, Editor-In-Chief, PE&RS.

The implementation of this feature will give authors the opportunity to include a presentation with their PE&RS article as well as share files that support their research including videos, terrain models, images, presentations, audio files, and many more.

All supplemental files will be open access and available on the PE&RS publication page through Ingenta Connect.

For more information, contact Rae Kelley, Director of Publication, rkelley@asprs.org.
Gaussian Mixture Model of Ground Filtering Based on Hierarchical Curvature Constraints for Airborne Lidar Point Clouds

Longjie Ye, Ka Zhang, Wen Xiao, Yehua Sheng, Dong Su, Pengbo Wang, Shan Zhang, Na Zhao, and Hui Chen

Abstract
This paper proposes a Gaussian mixture model of a ground filtering method based on hierarchical curvature constraints. Firstly, the thin plate spline function is iteratively applied to interpolate the reference surface. Secondly, gradually changing grid size and curvature threshold are used to construct hierarchical constraints. Finally, an adaptive height difference classifier based on the Gaussian mixture model is proposed. Using the latent variables obtained by the expectation-maximization algorithm, the posterior probability of each point is computed. As a result, ground and objects can be marked separately according to the calculated possibility. 15 data samples provided by the International Society for Photogrammetry and Remote Sensing are used to verify the proposed method, which is also compared with eight classical filtering algorithms. Experimental results demonstrate that the average total errors and average Cohen’s kappa coefficient of the proposed method are 6.91% and 80.9%, respectively. In general, it has better performance in areas with terrain discontinuities and bridges.

Introduction
Airborne light detection and ranging (lidar) systems measure the distance between the target and the instrument reference center through calculating the round-trip time of the laser pulse. When given the ground reference system, dense, geo-referenced, and accurate point clouds are generated (Meng et al. 2010). Compared with photogrammetric methods, lidar systems have the advantage of not being affected by the weather, being able to penetrate vegetation and obtain a large amount of spatial information efficiently (Meng et al. 2009). Currently, airborne lidar has been applied to many fields, including digital terrain model (DTM) construction (Chen et al. 2017; Ozcan and Unsalan 2017), three-dimensional building model generation (Yang et al. 2013; Huang et al. 2013; Zhou and Zhou 2014), road extraction (Hui et al. 2016), forest stand parameters estimation (Hyyppä et al. 2012), forest and urban vegetation biomass estimation (Shao et al. 2017; Zhang et al. 2019; Zhang and Shao 2021), etc. In most applications, to distinguish ground and nonground objects from lidar measurements, filtering must be performed.

Airborne lidar technology has revolutionized the way to acquire DTM/digital surface model (DSM) due to its high efficiency, high precision, and penetrability (Mongus et al. 2014; Zhang et al. 2016). In recent years, many scholars have proved the effectiveness of lidar derived elevation modeling (Hingee et al. 2019; Vassilaki and Stamos 2020). Since the airborne lidar system provides an optimal solution for large-area, high-resolution terrain surface surveying and mapping, many studies have focused on using lidar data to extract terrain information. To construct DTM, one critical step is to filter out nonground point clouds, including those on bridges, buildings, vegetation, etc. Although the airborne lidar system can acquire a massive amount of data in a short time, the processing of lidar data requires a high time cost. According to previous research, about 60–80% of the postprocessing time is spent on manual filtering and classification (Flood 2001). Hence, it is invaluable to improve the efficiency of lidar filtering algorithms and reduce the complexity of parameter adjustment.

Many researchers have proposed dozens of filtering algorithms in the past two decades. However, accurate filtering still remains a challenge. A comparative experiment was conducted by Sithole and Vosselman (2004) to test the performance of eight classic filtering methods in both city and rural sites. They pointed out that the eight algorithms filter precisely in flat rural scenes. However, the results of all filters are not satisfactory in urban regions with variant terrains. On the whole, surface-based filters produce better results in terms of filtering strategy. It is because they use more contextual information of lidar data than other filters. Since then, the 15 sample data sets have become a benchmark for testing the accuracy and performance of ground filtering algorithms.

Most of the existing filtering algorithms need to adjust parameters according to the complex terrain environment, which is not user friendly. Our algorithm is based on the surface model.
filtering strategy and provides a set of more general parameters for filtering. The adjustment in the parameter is handed over to the expectation-maximization (EM) algorithm for automatic optimization. Therefore, our algorithm makes the task easier for inexperienced users. In this paper, an adaptive height difference classifier based on the Gaussian mixture model is proposed to maximize filter efficiency in areas with terrain discontinuities or steep slope. Compared with previous work (Hui et al. 2019), our approach has mainly two innovative points: (1) It uses the thin plate spline (TPS) function instead of low-order polynomial coefficients for iterative surface interpolation. Therefore, the proposed method can better fit the terrain. It is worth noting that only ground control points are used in the fitting process. (2) While solving the Gaussian mixture model, hierarchical curvature results are applied to initialize the probabilistic model parameters. In order to classify more accurately, the relative elevation is substituted into the Gaussian mixture model. By computing the posterior probability of each point, we can determine which lidar point belongs to the ground. Since the subsequent optimization process is based on probabilistic reasoning, the algorithm does not require a prior knowledge for parameter adjustment. Moreover, it can well overcome the influence of terrain gradient through the interpolation surface constructed by TPS.

Related Work

There are mainly four types of methods to filter airborne lidar point clouds: slope comparison, mathematical morphology, surface interpolation, and segmentation strategies. Alternatively, it is a wise strategy to choose a combination of several of them to filter the point cloud. For example, Chen et al. (2016) first used the regional growth method to obtain more ground seeds and then applied a surface interpolation method to filter out objects from the original lidar measurement. Hui et al. (2016) adopted Kriging interpolation to construct a surface corresponding to the change morphology window. In their method, the slope gradient based on the constructed surface is combined with the morphological opening operation for filtering. The results show that their approach can well preserve the detailed features of the terrain.

Vosselman (2000) first adopted the slope of the line between two points in the lidar point clouds and set a threshold for filtering. This method is based on the hypothesis that the gradient of the ground will be much smaller than that of non-terrain (bridges, trees, etc.). However, this hypothesis limits the application of this method to gentle slope terrains. To overcome this limitation, many filters with an adaptive slope threshold have been proposed. Such filtering methods include the adaptive parameter approaches (Sithole 2001; Tseng et al. 2004; Susaki 2012), knowledge classifiers (Wang and Shan 2009), and directional filters (Wang and Tseng 2010). Generally, the slope-based method can perform well in areas where the gradient of the slope changes gently. However, it will fail in terrain where the slope varies sharply (cliffs) (Mongus and Žalik 2012). Furthermore, because contextual information of lidar point clouds other than slope is not considered, these methods will become unreliable in complex terrains.

By rasterizing lidar data and taking the elevation as the gray value of a raster image, the morphological method can be transferred and applied to the filtering. In this type of filtering algorithm, morphological opening operations are widely used. Under the premise of the constant slope, Zhang et al. (2003) adopted a combined filtering strategy of gradually increasing morphological structural elements and height difference threshold. In each iteration, the first step is to use the open operation of the current structure element to obtain the filtered grid gray value. Then, by calculating the difference with the original grid elevation value and comparing it with the height difference threshold, ground points are selected if less than the threshold. Chen et al. (2007) considered that the slope of the real terrain is not constant, and the slope of the building boundary changes drastically. They adopted a group of adjustable parameters to determine the height difference threshold. Then, most of the buildings were removed through morphological opening operations with a set of increasing structural elements. Li (2013) introduced a morphological filtering algorithm to remove object points while preserving ground points well by using multi-gradient analysis. Other methods, such as sloped brim (Li et al. 2014), differential morphological profiles (Mongus et al. 2014), and image inpainting (Pingel et al. 2013) are alternative strategies. Moreover, morphological methods can be used as an effective tool to filter out outliers (Hui et al. 2019) and modify filtering results (Bayram et al. 2018; Liu and Lim 2018). Briefly, the advantage of the morphological filtering method is that it is easy to implement and has high accuracy.

The methods of surface interpolation generally require obtaining ground seeds first. Then, the elevation difference is calculated according to the constructed surface to filter with a given threshold. For example, Kraus and Pfeifer (1998) introduced a method of dynamic weight determination. They first built a reference surface with all points initially of the same weight. Since the surface is located between the ground and the objects, the ground points will have a negative residual to get more weight, while the nonterrain point will be the opposite. Finally, points with smaller weights will be removed to complete the filtering. Axelsson (2000) adopted a progressive densification strategy. In their method, a sparse triangular irregular network (TIN) is first constructed based on the control points obtained by the local minimum method. Then, if the point meets predefined conditions, including the angle threshold and distance threshold, it will be included in the ground point. The algorithm finishes filtering until all points are less than the threshold. Evans and Hudak (2007) proposed a multi-scale curvature classification method. In this method, the TPS is repeatedly adjusted using curvature thresholds. Chen et al. (2013) improved this method by comparing all the residuals in the moving window instead of the mean residuals and using a voting strategy. Other than that, many multi-resolution interpolation filtering methods performed well (Mongus and Žalik 2012; Hu et al. 2014; Su et al. 2015). Recently, Hui et al. (2019) presented a threshold-free filtering method according to the quadratic polynomial surface. On the basis of the revised elevation, the filtering method automatically extracts the ground to construct DTM. Through the use of unsupervised classification, this method reduces the extra time for parameter adjustment. In general, the surface-based approach can accomplish the filtering task excellently. However, it is generally accompanied by higher processing time due to repeated updates of the surface.

Different from point-by-point classification methods, the filter based on the segmentation strategy first clusters the point cloud into segments according to the homogeneity criterion. Then, according to the heterogeneity between terrain segments, they classify all segments into terrain segments and nonterrain segments. Sithole and Vosselman (2004) first segmented the point cloud into several smooth segments. Then, they divided the segments into the ground and objects according to the elevation difference between neighboring segments. Tóvári and Pfeifer (2005) proposed an interpolation function for point cloud groups. It iteratively updates the weights of all segments to fit the surface. It completes the classification of all segments according to the size of the final weight. Yan et al. (2012) introduced an object-oriented feature filtering criterion. At first, the lidar returns are rasterized and divided into segments based on a region growing algorithm. Then, the ground segments are separated according to the topology and size information of the object. Lin and Zhang (2014) proposed a progressive densification algorithm for terrain segments. Firstly, it performs segmentation according to the smoothness of local point cloud clusters. Then, it iteratively adds
segments to the terrain seed segment on the basis of angle and distance constraints. The essence of the segmentation-based method is to cluster before classifying. It generally requires the segments obtained by initial clustering to be as under-segmented as possible but to maintain homogeneity. Segmentation-based algorithms can capture more contextual information, so this type of algorithm performs well at terrain boundaries. However, the accuracy of clustering methods limits the application of segmentation methods.

In addition to the four categories of methods mentioned above, many new theories have been introduced to advance the filtering of airborne lidar data, such as cloth simulation filter (CSF) (Zhang et al. 2016; Yang et al. 2020), spectrum method (Bayram et al. 2018), etc. The basic idea of the CSF method is to invert the lidar point cloud and then cover it with a rigid cloth. Finally, the ground points are extracted by judging the positional relationship between the lidar point clouds and the cloth surface. The spectral method regards the lidar data as the graph node and determines the weight of the connected edge of each node by calculating the spatial distance of each point. Then the graph signal is filtered through the Laplacian operator in the spectral graph. The final graph nodes are regarded as ground points. However, the latest methods still cannot perform well where terrain is discontinuous. To filter robustly on those terrains, this paper proposes a Gaussian mixture model of a ground filtering method based on hierarchical curvature constraints for lidar point clouds.

**Method**

The proposed method extracts the ground points from lidar data based on the Gaussian mixture model because normal distribution can be used to approximate lidar returns, according to the central limit theorem (Bartels et al. 2006). Separating the ground points from the other objects could be regarded as the process of solving the Gaussian mixture model. First, we use TPS interpolation based on a hierarchical curvature to construct the fitted surface. It is worth noting that our interpolation surface construction is based on ground seeds. Then, according to the results of the interpolation, two groups of appropriate initial values are derived by calculating the Gaussian distribution parameters of the ground and nonground points, respectively. Therefore, using the EM algorithm to solve the Gaussian mixture model reduces the possibility of falling into a locally optimal solution. The proposed method mainly includes five steps (Figure 1): (1) outlier removal; (2) surface interpolation by TPS; (3) constraints of iterative hierarchical curvature; (4) relative elevation calculation; (5) ground points extraction using the EM algorithm.

**Outlier Removal**

Due to the internal error of the lidar system and the presence of particles in the atmosphere, outliers always exist in lidar returns. In particular, low outliers will lead to wrong ground seeds selection. However, in most of the current filtering algorithms, the assumption is that the lowest point in the local area must belong to the ground (Sithole and Vosselman 2004). This assumption will cause that the filtered DTM is not able to approximate the real ground. Consequently, we used the statistical outlier removal (SOR) algorithm to remove outliers from an intuitive point of view that they are generally scattered far away from their neighbors (Rusu et al. 2007). Its core

![Figure 1. The workflow of the proposed method, where gw and t are the grid size and curvature threshold in the process of hierarchical curvature constraints, respectively; γ represents the local curvature; zi is the elevation of each lidar point pi; N represents the number of times to traverse all point clouds; and ℓ is the level of hierarchical curvature with an initial value of 1.](image)
idea is that in a local neighborhood, the average distance of outliers will be significantly larger than other points. We compute the average distance $d_i^k$ of each point $p_i (i = 1, 2, ..., n)$ based on K-nearest neighbors (KNN). By traversing each point $p_i$, if $d_i^k$ of it does not exceed the sum of the average distance and $γ$ times the standard deviation, then we label it as an outlier point. The maximum distance threshold can be defined as Equation 1.

$$D_{\text{max}} = D_{\text{mean}} + γσ$$

where $D_{\text{max}}$ denotes the max distance threshold; $D_{\text{mean}}$ is the mean value of KNN average distance of all points; $σ$ is the corresponding standard deviation; and $γ$ is the standard deviation multiplication factor.

Because the average distance of KNN obeys a normal distribution, the standard deviation multiplier $γ$ can be selected according to its probability density function curve. According to the three sigma rule, when $γ$ is equal to 3, the proportion of the number of regular lidar points is about 99.73% (Pukelsheim 1994). Generally, a large value of $γ$ may result in more outliers in filtering. In contrast, a small value of $γ$ may cause a lower number of processing points. Also, the value of $K$ must be large enough to avoid mistakes in calculating the average distance of KNN. Obviously, for different lidar point clouds densities, appropriate $K$ value needs to be adjusted to remove outliers based on visual inspection. The specific workflow of the SOR algorithm to remove outliers is shown in Figure 2. The blue ellipse represents KNN, and the SOR algorithm traverses each point and calculates its KNN. By comparing the average distance of KNN at point $p_i$ with the distance threshold, the high and low outliers are eliminated. According to previous research (Carrilho et al. 2018), no algorithm can eliminate all outliers, so manual corrections are needed with visual inspection.

**Surface Interpolation by Using TPS**

We use a surface interpolation strategy to deal with the influence of the drastically changing terrain slope in the filtering algorithm (Mongus and Žalik 2012). Generally, interpolated surfaces should accurately approximate the terrain and be sufficiently smooth. According to previous research (Evans and Hudak 2007), the TPS function is most suitable for interpolating spatial data. Given a set $C = \{c_i(x_i, y_i, z_i)| s = 1, 2, ..., n\}$ containing $n$ three-dimensional control points, TPS fits an interpolation function $f(x, y)$ that passes through control points precisely and minimizes the so-called bending energy. In a two-dimensional space, the bending energy $E_f$ is defined as the integral on the square of the second derivative, as shown in Equation 2 (Wahba 1990).

$$E_f = \iint_{\mathbb{R}^2} \left[ \frac{\partial^2 f}{\partial x^2} \right]^2 + 2 \left[ \frac{\partial^2 f}{\partial x \partial y} \right]^2 + \left[ \frac{\partial^2 f}{\partial y^2} \right]^2 \, dx \, dy$$

where $f$ is the interpolation function $f(x, y)$ and $(dx, dy)$ is the differential of $f(x, y)$ in the $x$ and $y$ directions. Therefore, to meet the above conditions, the interpolation function $f(x, y)$ can be expressed as Equation 3.

$$f(x, y) = a_1 + a_2x + a_3y + \sum_{i=1}^{n} w_i \phi(||(x_i, y_i) - (x, y)||)$$

where $a_1, a_2, a_3$ are coefficients reflecting the overall trend of the interpolation surface; $w_i$ denotes the weight related to the control points; $n$ is the number of control points; and $(x_i, y_i)$ is the $x, y$ coordinate value of control point $c_i$. $\phi()$ is the radial basis kernel $\phi(r) = e^{-r^2}$ corresponding to TPS. As mentioned before, only if $f(x, y)$ meet Equation 4, it has square-integrable second derivatives.

$$\sum_{i=1}^{n} w_i x_i = \sum_{i=1}^{n} w_i y_i = 0$$

To solve the unknown TPS weights column vector $w$ (composed of $w_s, s \in \{1, 2, ..., n\}$) and trend coefficients column vector $a$ (composed of $a_1, a_2, a_3$), the following linear system of TPS interpolation can be used:

$$\begin{bmatrix} \mathbf{U} & \mathbf{P} \end{bmatrix} \begin{bmatrix} \mathbf{w} \end{bmatrix} = \begin{bmatrix} \mathbf{v} \end{bmatrix}$$

where $\mathbf{U}$ is a matrix defined by $U_{ij} = \phi(||(x_i, y_i) - (x, y)||)$. $I, j \in \{1, 2, ..., n\}$; $(x_i, y_i)$ and $(x, y)$ are the $x$ and $y$ coordinate values of the $i$th control point $c_i$ and $j$th control point $c_j$, respectively. $\mathbf{P}$ and $\mathbf{v}$ can be represented as Equation 6.
where the elements in the matrix come from the coordinate values of control points set \( C = \{(x_s, y_s, z_s)\} \) for \( s = 1, 2, ..., n\); \( n \) is the number of control points.

The calculation complexity of the global interpolation of TPS is relatively high. Generally speaking, we only select the neighbor of the interpolation point as the control point for the local calculation. In this article, we choose the \( KNN \) of the interpolation point as the neighborhood. After experimental analysis, we set \( K \) to 12 by default. We represent the terrain characteristics of the lidar point clouds by DSM (Figure 3). According to the TPS interpolation method described, the interpolation surface can thus be built. Note that the constructed surface passes through all control points in the variable neighborhood.

Constraints of Iterative Hierarchical Curvature

In this step, the used surface-based filter repeatedly traverses and processes all points at each level \( \ell \) of the hierarchy. As shown in Figure 4b–d, both the grid size \( gw \) and the curvature threshold \( t \) simultaneously change from level 1–3. We adopt the local minimum algorithm of the maximum window size \( W \) to initialize ground seeds at level \( \ell = 1 \). The more ground points are added in each \( \ell \), the closer the constructed surface is to the ground. In general, the criterion is to set an appropriate distance threshold in the local neighborhood of a point. That is, the curvature threshold value \( t \) is added to the local average elevation value to obtain the local curvature \( \gamma \).

Therefore, nonground points can be filtered out as many as possible by comparing the elevation of the measuring point and the corresponding local curvature \( \gamma \). After the final iteration is completed, we will get a rough DTM. The \( gw \) and \( t \) values change at each level to effectively cope with the influence of drastically changing terrain slope.

The detailed process of the hierarchical curvature filtering for lidar point clouds is as follows:

1. A surface grid \( s \) is constructed by using TPS function and ground control points. The two input parameters are the grid size \( gw \) and the curvature threshold \( t \), which are specified by the user.

2. Calculating curvature at each level \( \ell \). A 3×3 moving mean window is passed over \( s \). Similar to the process of image convolution, the new pixel value \( z'(m, n) \) is thus calculated. Therefore, the corresponding local curvature \( \gamma \) is as follows.

\[
\gamma(m, n) = z'(m, n) + t
\]

where \( z'(m, n) \) represents the grid cell in the mth row and nth column calculated by the 3×3 mean kernel; \( t \) is the corresponding curvature threshold at the current \( \ell \).

3. Ground points are separated according to local curvature. By traversing each point \( p(x, y, z) \), if it meets the following conditions, it will be marked as a ground point and added to the control point set \( C \).

\[
\text{if } z_i < \gamma \text{ then classify as ground point}
\]

where \( \gamma \) is the corresponding local curvature.

4. According to the updated \( C \), a new interpolated surface grid \( s' \) is constructed using TPS. It is based on a strategy of progressive encryption to produce precise results.

5. Repeat steps 2–5 until the iteration number of the nested loop arrives three (namely, the traversal counter \( N \) reaches 3). This is to avoid over-fitting the ground.

6. Repeat steps 2–6. Both the grid size \( gw \) and the curvature threshold \( t \) simultaneously change from the current \( \ell \) to the next one. Specifically, \( gw = gw/2 \) while \( t = t + 0.1, \ell = \ell + 1 \).

Relative Elevation Calculation

The height difference is an important indicator to distinguish between ground and nonground. The algorithm assumes that if the height difference of a point is higher than its neighbors it is thus considered as nonground points. However, it will fail when encountering terrains with sharp gradients such as steep slopes or cliffs. We will calculate the relative elevation point by point to enhance the ability of the filter to identify terrain details. Similar to the traditional definition of relative elevation, our method selects the aforementioned interpolation surface as the reference surface. The distance along the plumb line from each point in the lidar point clouds to the reference surface is called relative elevation. In this paper, we choose the ground points obtained by the hierarchical curvature in the section “Constraints of Iterative Hierarchical Curvature” as the control points. Then, TPS is used to interpolate to generate a reference surface. Therefore, the relative elevation of a point can be expressed as Equation 9:

\[
\Delta H = H - H_r
\]

where \( H \) is the coordinate value of each point \( p(x, y, z) \) in the z-direction; \( H_r \) is the interpolated elevation of the

Figure 3. Surface interpolation by using thin plate spline (TPS): (a) digital surface model (DSM) based on original lidar point clouds; (b) interpolation surface based on TPS function.
reference surface grid \( \gamma \) corresponding to \( p_i \); and \( \Delta H \) is the relative elevation.

The reference surface is denoted as a black dashed line, while the real terrain surface is represented as a solid black line in Figure 5. Based on the relative elevation formula, we can calculate the relative elevation of the ground and objects, which is represented by the red straight line with two arrows. Intuitively, by comparing the relative elevations of all points, we can easily extract the ground points from the lidar returns. It is because even if a point is located in a steep slope area, its relative elevation will still be smaller than a point situated in a building or tree. In this way, the proposed filtering algorithm can well maintain the detailed features of the earth while removing objects.

**Ground Points Extraction Using the EM Algorithm**

Based on statistical methods, the posterior probability of each point \( p_i \) belonging to a specific category can be calculated to achieve adaptive filtering, as expressed in Equation 10 and Equation 11.

\[
P(G|p_i) = \frac{P(p_i|G)P(G)}{P(p_i)}
\]

(10)

\[
P(NG|p_i) = \frac{P(p_i|NG)P(NG)}{P(p_i)}
\]

(11)

where \( P(G|p_i) \) and \( P(NG|p_i) \), respectively, denotes the posterior probability of a ground point \( G \) and a nonground point \( NG \), \( P(G) \) represents the prior probability of \( G \), and \( P(NG) \) is the prior probability of \( NG \). \( P(p_i) = P(p_i|G)P(G) + P(p_i|NG)P(NG) \), which is calculated according to the total probability theorem.

If \( P(G|p_i) \) is larger than 0.5, we will regard \( p_i \) as \( G \). Since there are only two classes (ground and objects) as Gaussian mixture model components. According to the Bayesian formula, the posterior probability of \( p_i \) belonging to each category will be calculated indirectly by calculating the conditional probability of each category as follows:

\[
P(p_i|\theta) = \sum_{k=1}^{K} \alpha_k \phi(\Delta H_i | \theta_k)
\]

(12)

where \( \alpha_k \) is the mixing coefficient and \( \alpha_k \geq 0 \); \( \Delta H_i \) is the relative elevation of the point \( p_i \); \( \phi(\cdot) \) is the Gaussian probability density function; and \( \theta_k = (\mu_k, \sigma_k) \) is its parameters. \( \mu_k \) denotes the mean of \( \Delta H_i \), while \( \sigma_k \) is the standard deviation of \( \Delta H_i \). We express the Gaussian probability density function as Equation 13.

\[
\phi(\Delta H_i | \theta_k) = \frac{1}{\sqrt{2\pi}\sigma_k} \exp \left( -\frac{(\Delta H_i - \mu_k)^2}{2\sigma_k^2} \right)
\]

(13)
Because of the probability model used, there are both observable variables $\Delta H_i$ and latent variables $G$ and $NG$. Therefore, the maximum likelihood method cannot be used directly for parameter estimation. The EM algorithm provides an approximate solution for probability models with latent variables. Four main steps are employed to realize the EM algorithm (Dempster et al. 1977).

1. Initialize input parameters, including $a_i$, $\mu_i$, and $\sigma_i$, $k = 1, 2$.

   At first, we initialize $a_i$ as the proportion of the number of ground seeds at $j = 3$ in the section “Constraints of Iterative Hierarchical Curvature”, while $a_i$ is the proportion of the final number of nonground points. Note that $a_1 + a_2 = 1$. $\mu_1$, $\mu_2$, $\sigma_1$, $\sigma_2$ can be determinate according to Equation 14 based on the relative elevations of $G$ and $NG$.

   \[
   \mu = \frac{1}{n} \sum_{i=1}^{n} \Delta H_i \\
   \sigma = \left( \frac{1}{n} \sum_{i=1}^{n} (\Delta H_i - \mu)^2 \right)^{1/2}
   \]  

   where $\Delta H_i$ is the relative elevation; $n$ is the total number of lidar points; $\mu$ is the mean of $\Delta H_i$; and $\sigma$ is the standard deviation of $\Delta H_i$.

2. E step: Calculating the membership probability expectations of the submodel to the observed data points including $P(G | p_i)$ and $P(NG | p_i)$.

3. M step: Calculating the model parameters ($a_i$, $\mu_i$, and $\sigma_i$, $k = 1, 2$) of the new iteration of the Gaussian mixture model. The M step in the iteration is to look for the maximum value of the membership probability expectations in the E step to calculate the new iteration parameters. The algorithm calculates its partial derivative to the parameters separately and makes it 0. The updated parameter value can be expressed by the following Equations 15–17.

   \[
   a_i = \frac{\sum_{i=1}^{n} P(G | p_i)}{\sum_{i=1}^{n} P(G | p_i) + \sum_{i=1}^{n} P(NG | p_i)}
   \]

   \[
   a_2 = \frac{\sum_{i=1}^{n} P(NG | p_i)}{\sum_{i=1}^{n} P(G | p_i) + \sum_{i=1}^{n} P(NG | p_i)}
   \]

   where $a_1$, $a_2$ are the updated percentage coefficients in the Gaussian mixture model; $P(G | p_i)$ and $P(NG | p_i)$ are the posterior probability of a ground point ($G$) and a nonground point ($NG$), respectively; and $n$ is the total number of lidar points.

   \[
   \mu_1 = \frac{\sum_{i=1}^{n} P(G | p_i) \Delta H_i}{\sum_{i=1}^{n} P(G | p_i)}
   \]

   \[
   \mu_2 = \frac{\sum_{i=1}^{n} P(NG | p_i) \Delta H_i}{\sum_{i=1}^{n} P(NG | p_i)}
   \]

   where $\Delta H_i$ is the relative elevation and $\mu_1$, $\mu_2$ are the updated mean value of the relative elevation of ground points and nonground points.

4. Convergence conditions of the EM algorithm.

The EM algorithm repeats steps 1–4 until the model parameters no longer change, i.e., the algorithm will stop computing until the updated parameters of the current calculation are equal to the parameters of the last iteration.

### Experiment and Discussion

#### Data Set and Accuracy Measure Index

We selected 15 data samples provided by the International Society for Photogrammetry and Remote Sensing (ISPRS). Commission III, Working Group III, for algorithm assessment (Sithole and Vosselman 2003). These data were collected in the rural area of Vaihingen and the urban area of Stuttgart. The sample point spacing in urban areas is 1–1.5 m, while that in rural areas is 2–3.5 m. Since the original intention of the data set is to test the robustness of the filter algorithms, it contains many challenging and complex terrains. The specific terrain details are described in Table 1 (Sithole and Vosselman 2004).

#### Table 1. Characteristics of 15 samples provided by the International Society for Photogrammetry and Remote Sensing.

<table>
<thead>
<tr>
<th>Region</th>
<th>Sample</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rural</td>
<td>11</td>
<td>Mixture of vegetation and buildings on hillside</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Buildings on hillside</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>Large buildings and bridge</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>Irregularly shaped buildings</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>Large, irregularly shaped buildings</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>Steep slopes</td>
</tr>
<tr>
<td></td>
<td>31</td>
<td>Complex buildings</td>
</tr>
<tr>
<td></td>
<td>41</td>
<td>Data gaps</td>
</tr>
<tr>
<td></td>
<td>42</td>
<td>Railway station with trains</td>
</tr>
<tr>
<td>Urban</td>
<td>51</td>
<td>Mixture of vegetation and buildings on hillside</td>
</tr>
<tr>
<td></td>
<td>52</td>
<td>Buildings on hillside</td>
</tr>
<tr>
<td></td>
<td>53</td>
<td>Large buildings and bridge</td>
</tr>
<tr>
<td></td>
<td>54</td>
<td>Irregularly shaped buildings</td>
</tr>
<tr>
<td></td>
<td>61</td>
<td>Large, irregularly shaped buildings</td>
</tr>
<tr>
<td></td>
<td>71</td>
<td>Steep slopes</td>
</tr>
</tbody>
</table>

The filtering effect of the proposed algorithm is accurately calculated by comparing it with the labels of the test data set. We choose following four commonly used indicators for analysis: Type I error (E_I), Type II error (E_II), total error (E_t), and Cohen’s kappa coefficient. Among them, kappa is a useful indicator for the consistency of classification results, so it is often used to assess the classification of remote sensing images (Congalton 1991). Based on the confusion matrix, the four accuracy indicators can be calculated by the formulas in Table 2. It is worth noting the four essential elements (TP, FN, FP, TN) in the confusion matrix, where TP and TN represent the numbers for correctly classified ground and nonground points, respectively, while FN and FP, respectively, denote the numbers of wrongly classified ground and nonground points.
Results and Discussion

Parameter Analysis

In this section, we discuss the effects of using different parameters. The proposed algorithm mainly involves three parameters: the maximum window size \( W \), the surface grid size \( gw \), and the curvature threshold \( t \). The specific description is shown in Table 3.

Two typical cases, samp21 and samp41, are used to analyze the change pattern of kappa value in order to optimize the choice of the three parameters. As shown in Figure 6, \( gw \) and \( W \) have insignificant changes on kappa value of each sample. The reason may be that the distribution pattern of nonground points is relatively uniform in each sample area. Another possible reason is that the ground points are the majority among those samples. On the one hand, \( W \) is used to initialize the ground seed point and the recommended value is the largest building size in the area in order to ensure that the local area can obtain the ground points. On the other

---

Table 3. Parameters and descriptions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W )</td>
<td>The selection of ( W ) is based on the largest building size in the test area, when the local minimum algorithm is used to select the initial ground seed points. If the value is too small, it is easy to include nonground points; if it is too large, few ground seed points will be obtained.</td>
<td>6–130 m</td>
</tr>
<tr>
<td>( gw )</td>
<td>The value represents the size of the surface grid constructed using the thin plate spline function, which is used to accurately approximate the real bare earth surface for curvature constraints.</td>
<td>2–4 m</td>
</tr>
<tr>
<td>( t )</td>
<td>( t ) represents curvature threshold, which determines whether a measurement point belongs to the ground. The selection rule is that the smaller the value, the smaller the terrain gradient. Therefore, a proprietary ( t ) can eliminate the influence of terrain slope changes and filter nonground points.</td>
<td>0.4–1.7 m</td>
</tr>
</tbody>
</table>

---

Table 2. Formulas of the four indicators \( E_I, E_{II}, E_t \), and kappa.

<table>
<thead>
<tr>
<th>Filtered Intermediate Parameters</th>
<th>Ground</th>
<th>Nonground</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>( e = TP + FN + FP + TN )</td>
<td></td>
</tr>
<tr>
<td>( TP )</td>
<td>( TP )</td>
<td>( FN )</td>
</tr>
<tr>
<td>( FN )</td>
<td>( FN )</td>
<td>( TP )</td>
</tr>
<tr>
<td>( TP )</td>
<td>( TP )</td>
<td>( FN )</td>
</tr>
<tr>
<td>( FP )</td>
<td>( FP )</td>
<td>( TN )</td>
</tr>
<tr>
<td>( TN )</td>
<td>( TN )</td>
<td>( FP )</td>
</tr>
</tbody>
</table>

Metric formula

\[
E_I = \frac{FN}{(TP + FN)}
\]

\[
E_{II} = \frac{FP}{(FP + TN)}
\]

\[
E_t = \frac{(FN + FP)}{e}
\]

\[
kappa = \frac{P(a) - P(e)}{(1 - P(e))}
\]

---

Figure 6. The relationship curve of the maximum window \( W \), the grid size \( gw \), and the curvature threshold \( t \) to the kappa value; (a) sample21, \( gw = 2 \) m; (b) sample21, \( gw = 4 \) m; (c) sample41, \( gw = 2 \) m; (d) sample41, \( gw = 4.0 \) m.
hand, since $gw$ is a parameter used to interpolate the surface grid of the TPS function, it can be set to 4 m when the non-ground points in the area are more uniformly distributed. The reason for this is that the number of interpolation grid cells is decreased and thus the filtering efficiency is improved due to reduced computational complexity.

In comparison, $t$ has a relatively large influence on kappa. Take samp21 as an example (Figure 6a and 6b): $t$ only needs to be 0.5 to achieve a kappa value above 80%, as the overall terrain gradient barely changes. However, when $t$ is greater than 0.5, as $t$ increases, more nonground points are mistakenly regarded as ground points. It results in a decrease in the kappa value. On the contrary, since samp41 is located in a rugged terrain zone, it is characterized by large changes in topographic gradient. When the $t$ value gradually increased to 1.7 m, the kappa value of samp41 continued to increase. On the whole, $t$ can compensate for the influence of terrain gradient during filtering.

**Quality Evaluation**

To test the best performance of the proposed method, the optimal set of parameters $W$, $gw$, and $t$ were determined by minimizing kappa. The optimized results for each of the fifteen samples is shown in Table 4. In general, the numerical range of the initial grid size is from 2 m to 4 m. This setting is compatible with the point spacing of the sample area. The curvature threshold $t$ is ranging from 0.4 m to 1.7 m. It is the only parameter that needs to be set according to the terrain of the test region. In rural sites with forests, we usually choose more than 0.7 m due to the drastically changing terrain. The maximum window size of the initial ground seed varies from 6 m to 130 m, which is set according to the largest building size in the test area.

In these samples, the value of $E_t$ ranges from 1.09% to 11.84%. Regarding specific samples, the algorithm performs the worst in samp53. It is mainly because the large buildings and bridges in the area cause more $E_{II}$ errors on their borders. Excluding this sample, the algorithm has achieved excellent results in most rural areas (samp51, samp52, samp54, samp61, samp71). It proves that our algorithm is robust enough in rugged terrain with vegetation, thus performing well in complicated terrain, such as samp11 (a sloped area mixed with vegetation and buildings), a kind of terrain that usually troubles other filters (Zhang et al. 2016). Overall, the average $E_t$ and kappa of the algorithm are 6.91% and 80.9%, respectively.

It is worth mentioning that each $E_{II}$ of samp11, samp24, and samp52 is significantly higher than $E_I$, for two reasons. First, a large part of the buildings is located on relatively steep terrain, which leads to insignificant differences between the edges of these buildings and the ground. Second, the number of terrain points is larger than that of nonterrain points. According to the calculation formula of $E_{II}$, even if a few nonterrain points are misclassified, it will finally cause a larger $E_{II}$.

Figures 7–10 show the DTM and error spatial distribution obtained by our filtering algorithm on each sampled ground. Through comparative observation, we found that steep terrain that mixes vegetation and buildings is a significant challenge for the proposed filter. As depicted in samp11(d), samp51(d), and samp52(d), the error is usually distributed in the narrow strip along the edge of the building facade. The reason for this is that the gradient difference between the ground and objects is tiny on steep terrain. Therefore, the classification criteria of the adaptive filter will not work in this case. The rugged mountain landscape, such as sharp ridges and rapidly changing cliffs, is another challenge to our approach. As shown in Figures 9 and 10, samp52(d) and samp53(d) show many $E_I$ along the ridgeline. It is consistent with the performances of most algorithms (Bayram et al. 2018; Liu and Lim 2018; Shi et al. 2018). Although the terrain with drastic gradient changes can be preserved as much as possible through the calculation of relative elevation, it is difficult to ultimately maintain its morphological characteristics due to the grid resolution. Furthermore, it is manifested that the filtered DTM is thus smoothed in the ridge and steep slope regions. However, the proposed method can still maintain the main terrain features while suppressing $E_I$. In general, the ability of our method to preserve discontinuous terrain is attributed to the reduction of $E_I$, which can be demonstrated through the hierarchical curvature constraint step. Through the initial ground seed, the fitted surface gradually approaches the real terrain. Therefore, the relative elevation difference between the ground and nonground points is highlighted. Besides, due to the subsequent optimization process of the EM algorithm, the final result is controlled within an acceptable range.

In the 15 study sites, the DTM filtered by our algorithm is almost the same as the reference DTM in terms of the main morphological structure. These results indicate that our algorithm can well preserve terrain features while filtering out most objects. Besides, the distributions of $E_I$ and $E_{II}$ are sparse in general, which demonstrates that the proposed algorithm is robust to various complex environments.

Table 4. Four accuracy indicators of optimized results and corresponding parameter sets.

<table>
<thead>
<tr>
<th>Study Site</th>
<th>Parameter Set (m)</th>
<th>Optimized Results (%)</th>
<th>$E_I$</th>
<th>$E_{II}$</th>
<th>$E_{I}$</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>samp11</td>
<td>35 2 0.9</td>
<td>6.26 16.64 10.42 78.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp12</td>
<td>30 2 0.6</td>
<td>5.88 4.31 5.17 89.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp21</td>
<td>40 4 0.5</td>
<td>3.52 4.95 3.78 87.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp22</td>
<td>40 2 0.9</td>
<td>7.67 9.62 8.22 80.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp23</td>
<td>24 2 1.3</td>
<td>6.71 9.73 8.09 83.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp24</td>
<td>24 2 0.9</td>
<td>7.77 18.4 10.27 72.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp31</td>
<td>50 4 0.4</td>
<td>2.99 1.78 2.47 94.96</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp41</td>
<td>50 2 1.7</td>
<td>11.79 3.63 7.87 84.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp42</td>
<td>130 4 0.9</td>
<td>5.58 1.98 2.95 92.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp51</td>
<td>30 4 0.8</td>
<td>9.09 8.11 8.91 83.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp52</td>
<td>30 4 0.7</td>
<td>7.21 17.41 7.95 76.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp53</td>
<td>6 4 0.9</td>
<td>11.64 18.49 11.84 45.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp54</td>
<td>30 4 0.7</td>
<td>5.1 4.3 4.69 90.61</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp61</td>
<td>6 4 0.7</td>
<td>0.9 9.94 1.09 76.72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samp71</td>
<td>20 2 0.7</td>
<td>6.71 8.41 6.85 84.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td>—</td>
<td>7.07 8.95 6.91 80.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Dashes indicate xxxx.*
Figure 7. Visualization of filtering results and error distribution for samp11-21: (a) digital surface model constructed based on the original point cloud; (b) digital terrain model (DTM) built based on real terrain points; (c) DTM built based on filtered terrain points; (d) the distributions of $E_I$ and $E_{II}$.

Figure 8. Visualization of filtering results and error distribution for samp23-31: (a) digital surface model constructed based on the original point cloud; (b) digital terrain model (DTM) built based on real terrain points; (c) DTM built based on filtered terrain points; (d) the distributions of $E_I$ and $E_{II}$. 
Figure 9. Visualization of filtering results and error distribution for samp41-52: (a) digital surface model constructed based on the original point cloud; (b) digital terrain model (DTM) built based on real terrain points; (c) DTM built based on filtered terrain points; (d) the distributions of $E_I$ and $E_{II}$.

Figure 10. Visualization of filtering results and error distribution for samp53-71: (a) digital surface model constructed based on the original point cloud; (b) digital terrain model (DTM) built based on real terrain points; (c) DTM built based on filtered terrain points; (d) the distributions of $E_I$ and $E_{II}$.
Method Comparison

Table 5 shows the $E_t$ of our algorithm and eight classical filtering algorithms in 15 test samples. In general, all algorithms can achieve good performance in relatively flat areas but are not satisfactory for complex terrains. Compared with the other eight algorithms, our algorithm is the second-best overall (Figure 11 and Figure 12). Furthermore, it reached the lowest $E_t$ in three out of the 15 samples. Among the remaining twelve samples, Axelsson’s algorithm and Pfeifer’s algorithm reached 10 and 2 lowest $E_t$, respectively.

In particular, the proposed algorithm performs the best on samp11, samp41, and samp61. These results demonstrate that our method has superior adaptability when dealing with terrain with data gaps and bridges. In order to confirm

<table>
<thead>
<tr>
<th>Study Site</th>
<th>Elmqvist</th>
<th>Sohn</th>
<th>Axelsson</th>
<th>Pfeifer</th>
<th>Brovelli</th>
<th>Roggero</th>
<th>Wack</th>
<th>Sithole</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>samp11</td>
<td>22.4</td>
<td>20.49</td>
<td>10.76</td>
<td>17.35</td>
<td>36.96</td>
<td>20.8</td>
<td>24.02</td>
<td>23.25</td>
<td>10.42</td>
</tr>
<tr>
<td>samp12</td>
<td>8.18</td>
<td>8.39</td>
<td>3.25</td>
<td>4.50</td>
<td>16.28</td>
<td>6.61</td>
<td>6.61</td>
<td>10.21</td>
<td>5.17</td>
</tr>
<tr>
<td>samp21</td>
<td>8.53</td>
<td>8.80</td>
<td>4.25</td>
<td>2.57</td>
<td>9.30</td>
<td>9.84</td>
<td>4.55</td>
<td>7.76</td>
<td>3.78</td>
</tr>
<tr>
<td>samp22</td>
<td>8.93</td>
<td>7.54</td>
<td>3.63</td>
<td>6.71</td>
<td>22.28</td>
<td>23.78</td>
<td>7.51</td>
<td>20.86</td>
<td>8.22</td>
</tr>
<tr>
<td>samp23</td>
<td>12.28</td>
<td>9.84</td>
<td>4.00</td>
<td>8.22</td>
<td>27.80</td>
<td>23.2</td>
<td>10.97</td>
<td>22.71</td>
<td>8.09</td>
</tr>
<tr>
<td>samp24</td>
<td>13.83</td>
<td>13.33</td>
<td>4.42</td>
<td>8.64</td>
<td>36.06</td>
<td>23.25</td>
<td>11.53</td>
<td>25.28</td>
<td>10.27</td>
</tr>
<tr>
<td>samp31</td>
<td>5.34</td>
<td>6.39</td>
<td>4.78</td>
<td>1.80</td>
<td>12.92</td>
<td>2.14</td>
<td>2.21</td>
<td>3.15</td>
<td>2.47</td>
</tr>
<tr>
<td>samp41</td>
<td>8.76</td>
<td>11.27</td>
<td>13.91</td>
<td>10.75</td>
<td>17.03</td>
<td>12.21</td>
<td>9.01</td>
<td>23.67</td>
<td>7.87</td>
</tr>
<tr>
<td>samp42</td>
<td>3.68</td>
<td>1.78</td>
<td>1.62</td>
<td>2.64</td>
<td>6.38</td>
<td>4.30</td>
<td>3.54</td>
<td>3.85</td>
<td>2.95</td>
</tr>
<tr>
<td>samp51</td>
<td>23.31</td>
<td>9.31</td>
<td>2.72</td>
<td>3.71</td>
<td>22.81</td>
<td>3.01</td>
<td>11.45</td>
<td>7.02</td>
<td>8.91</td>
</tr>
<tr>
<td>samp52</td>
<td>57.95</td>
<td>12.04</td>
<td>3.07</td>
<td>19.64</td>
<td>45.56</td>
<td>9.78</td>
<td>23.83</td>
<td>27.53</td>
<td>7.95</td>
</tr>
<tr>
<td>samp53</td>
<td>48.45</td>
<td>20.19</td>
<td>8.91</td>
<td>12.60</td>
<td>52.81</td>
<td>17.29</td>
<td>27.24</td>
<td>37.07</td>
<td>11.84</td>
</tr>
<tr>
<td>samp54</td>
<td>21.26</td>
<td>5.68</td>
<td>3.23</td>
<td>5.47</td>
<td>23.89</td>
<td>4.96</td>
<td>7.63</td>
<td>6.33</td>
<td>4.69</td>
</tr>
<tr>
<td>samp61</td>
<td>35.87</td>
<td>2.99</td>
<td>2.08</td>
<td>6.91</td>
<td>21.68</td>
<td>18.99</td>
<td>13.47</td>
<td>21.63</td>
<td>1.09</td>
</tr>
<tr>
<td>samp71</td>
<td>34.22</td>
<td>2.20</td>
<td>1.63</td>
<td>8.85</td>
<td>34.98</td>
<td>8.11</td>
<td>16.97</td>
<td>21.83</td>
<td>6.85</td>
</tr>
<tr>
<td>Avg</td>
<td>20.87</td>
<td>9.35</td>
<td>4.82</td>
<td>8.02</td>
<td>25.78</td>
<td>12.35</td>
<td>12.04</td>
<td>17.48</td>
<td>6.91</td>
</tr>
</tbody>
</table>

*Boldface represents the algorithm with the lowest $E_t$. 

Figure 11. Histogram of the average $E_t$ of eight classic filtering algorithms.

Figure 12. Histogram of the average kappa of eight classic filtering algorithms.
that, we use the DTM and cross-section results from samp21 and samp53 for analysis (Figures 13 and 14). The display of the cross-sectional details shows that our method can well distinguish the ground point in the discontinuous area after filtering. However, Axelsson’s method cannot adapt well to drastic changes in terrain. The reason may be that the dense triangular patch is severely distorted when the gradient changes drastically, which makes the criterion of this area invalid. Specifically, in the bifurcation area of the bridge (Figure 13), the DTM formed by Axelsson’s method is relatively rough, and the cross-section indicates that some points on the bridge cannot be filtered out, resulting in E_II error. Moreover, non-ground points on steep hills and fault lines cannot be well filtered out either (Figure 14f). In contrast, our method can adapt to terrain gradient changes due to the introduction of a multi-level curvature constraint process. Therefore, the topological terrain obtained by our method matches the reference data set very well in those scenarios.
There are two main reasons for the better overall performance of Axelsson’s method. One possible reason is that the TIN constructed based on ground seed points can approximate the real terrain with high accuracy. The more ground points are added, the denser the TIN is constructed. Therefore, most nonground points can be filtered out after the iteration is completed. Another possible reason is that their method has two parameters, iteration distance and angle, which can be adjusted according to local seed points. In the case of sufficient ground seed points, adaptive parameters make the filtering result robust enough. However, when there are insufficient ground seed points in some areas, it is difficult to choose a suitable angle threshold to maintain the terrain. In this case, our method performs better because it is less restricted by ground points.

Although the overall performance of the proposed algorithm is not as good as Axelsson’s, it requires fewer parameters to be adjusted and thus is easier to use. Axelsson’s algorithm requires users to set four parameters: iterative angle, distance, terrain gradient, and maximum building size. The settings of iterative angle and distance threshold depend greatly on user’s filtering experience. In contrast, the proposed method requires users to set the maximum window size, grid size, and curvature threshold. In the parameter analysis section, we pointed out that the key parameter of the algorithm is curvature threshold \( t \), which is proportional to the test area and its value lies between 0.4–1.7 m. In other words, optimized results can be obtained by only adjusting the \( t \) value in most scenes.

The performance of our algorithm on most samples is better than the other seven algorithms. There are two main reasons for this. First, our algorithm uses an interpolation strategy. According to an early report (Sithole and Vosselman 2004), interpolation-based algorithms can better use the contextual information in the lidar point cloud and can well overcome the influence of terrain gradient. Second, due to the use of relative elevation in the calculation of the Gaussian mixture model, our algorithm can remove objects while maintaining terrain features with much complex topography.

Further Algorithm Verification

The ISPRS test data set used earlier was obtained decades ago. In recent years, due to the development of lidar measurement systems, the accuracy and density of the acquired point clouds have been continuously improved. An increase in data density usually means higher challenge for filters. Thus, we choose an area in Rudong, China, with an average point density of 1.92 points/m\(^2\) to test the filtering performance of the proposed method. The length and width of this area are 0.4 km and 0.6 km, respectively, with a total of 293 909 points. The topographical features of the study area include buildings, bridges, and dense vegetation. We present the DTM and cross-sections to analyze the filter performance of the study area in Figure 15. With the help of orthophotos, we use CloudCompare software, version x.x (year) to label the ground points for accuracy assessment manually. The comparison

![Figure 15](image-url)
result demonstrates that our method works effectively in urban regions where multiple types of buildings and bridges are present. Besides, we found out that the algorithm will produce $E_{II}$ error in terrains with fewer ground points (the red rectangle in Figure 15c). During the construction of the fitting surface, if not enough ground seed points can be used for fitting, it will indirectly cause the subsequent calculation of relative elevation to be inaccurate.

Table 6 shows the proposed method and the comparison of $E_t$ and kappa between the two different methods for Rudong data. The results indicate that our method is more precise than other methods. In terms of all quantitative indicators, $E_I$, $E_{II}$, $E_t$, kappa are 5.81%, 17.45%, 8.23%, and 87.62%, respectively. This shows that our algorithm can achieve good performance on high-density lidar data. The possible reason is that the higher the density of measurement points, the more ground control points are added. Interpolation surface based on control points and $TP$ can fit the terrain well. Besides, the assumption that lidar point clouds can be regarded as a Gaussian mixture model is valid regardless the data density. With its powerful ability to fit data distribution, we can separate ground points from other lidar data. In general, the proposed method is robust in filtering in urban areas of various bridges and buildings.

Table 6. Compare the proposed method and two different methods for Rudong data (%).

<table>
<thead>
<tr>
<th>Method</th>
<th>$E_t$</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axelsson (2000)</td>
<td>8.35</td>
<td>85.43</td>
</tr>
<tr>
<td>Cloth simulation filter</td>
<td>9.74</td>
<td>79.91</td>
</tr>
<tr>
<td>Ours</td>
<td>8.23</td>
<td>87.62</td>
</tr>
</tbody>
</table>

**Conclusion**

In this paper, a robust and automatic algorithm that can extract ground points from the airborne lidar point clouds is proposed. In the proposed method, an optimized strategy for classification is adopted. (1) To overcome terrain gradient effects, a hierarchical curvature pyramid is built using the TPS function. Both the grid size and the curvature tolerance simultaneously change from the bottom level to the top level. After the iteration, rough ground seeds can thus be obtained. (2) The iterative hierarchical curvature result is applied to initialize the Gaussian mixture model parameters, and the EM algorithm is subsequently used to automatically solve the posterior probability of each point belonging to the ground. By comparing the likelihood with a threshold of 0.5, the category of the point is determined. The proposed method combines the advantages of interpolation filtering and statistical filtering. It is tested on the ISPRS benchmark data set and compared with eight classical filtering algorithms. Experimental results demonstrate that our method has a significant improvement in terrains with discontinuities and bridges. Future work will be focused on maintaining the detailed features of the terrain while adding echo or spectral information to enhance the accuracy of the algorithm.
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Detecting Geo-Positional Bias in Imagery Collected Using Small UASs

Jonathan B. Thayn, Aaron M. Paque, and Megan C. Maher

Abstract
Statistical methods for detecting bias in global positioning system (GPS) error are presented and applied to imagery collected using three common unmanned aerial systems (UASs). Imagery processed without ground control points (GCPs) had horizontal errors of 1.0–2.5 m; however, the errors had unequal variances, significant directional bias, and did not conform to the expected statistical distribution and so should be considered unreliable. When GCPs were used, horizontal errors decreased to less than 5 cm, and the errors had equal variances, directional uniformity, and they conformed to the expected distribution. The analysis identified a longitudinal bias in some of the reference data, which were subsequently excluded from the analysis. Had these data been retained, the estimates of positional accuracy would have been unreliable and inaccurate. These results strongly suggest that examining GPS data for bias should be a much more common practice.

Introduction
The use of low-altitude aerial imagery collected using small unmanned aerial systems (UASs) is growing (Colomina and Molina 2014; Whitehead and Hugenholtz 2014) and is expected to keep growing (Tang and Shao 2015) as more advanced electronics and image processing methods overcome the limitations of earlier systems (Hardin and Jensen 2011; Hardin et al. 2019). Although there are many excellent reviews of methods for assessing the geo-positional accuracy of UAS data (Barry and Coakley 2013; Gabrilik et al. 2018; Gómez-Candón et al. 2011; Hugenholtz et al. 2016; Zandbergen 2008), most of them rely heavily on comparing coordinates extracted from the imagery with corresponding field-collected coordinates using the root-mean-square error (RMSE) and related measures (Whitehead and Hugenholtz 2015).

The RMSE is an excellent measure of geo-positional error, but only if the data are unbiased. Bias in global positioning system (GPS) data refers to any systematic or predictable pattern in the errors and most published data standards, e.g., the National Standard for Spatial Data Accuracy (NSSDA) (FGDC 1998), do not include recommendations for assessing positional accuracy when data are biased (Zandbergen 2008). This paper recommends a series of statistical procedures for detecting bias in GPS data. When bias is absent, and only random noise is present, the errors can be appropriately measured using the RMSE. However, if bias is found, (1) the errors should be corrected or new, unbiased data should be collected before the project continues, and/or (2) the results of the proposed tests should be included to contextualize RMSE values.

Positional errors are composed of two parts, the distance of the errors and the direction of the errors. GPS locations can be considered unbiased if:
1. The longitude and latitude of the errors have equal variances.
2. The distances of the errors conform to a Rayleigh distribution.
3. The directions of the errors are uniform, i.e., they are dispersed randomly around the compass rather than clustered in a specific direction.

The longitude and latitude of GPS errors should exhibit equal variances, i.e., the data should measure north-south errors just as accurately as east-west errors. Although most GPS data do not have perfectly equal variances, in part due to variability caused by poor satellite visibility that increases with latitude (Parkinson 1996), large departures from equality indicate bias that should be considered carefully.

The error distances should conform to a Rayleigh distribution (Wilson 2006), particularly when the distances are less than one meter (Zandbergen 2008). The Rayleigh distribution occurs when a two-dimensional vector’s orthogonal components are normally and independently distributed. Its values range from 0 to infinity and are positively skewed with most values near zero, whereas a diminishing number fall farther away (Figure 1). Error distances conform to the Rayleigh distribution because most points fall reasonably close to their accurate location, with fewer larger errors. The probability distribution and cumulative distribution functions of the Rayleigh distribution are presented in the appendix.

Figure 1. A Rayleigh distribution, based on the distance error data from the DJI Matrice unmanned aerial systems flown at 200 feet above ground level.
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The error directions should be uniform, or distributed in all directions, rather than concentrated in one or more directions. In our experience, pronounced directional clustering is usually the result of poor registration, projection errors, or improperly calibrated GPS units. We are not aware of any published data standards that recommend assessing the directions of errors, despite the clear negative consequences of directionally biased data and the relative ease of correcting the data.

Methods

GPS Data
The ground-reference GPS points were collected over the football field of a large midwestern university on a sunny, windless day in October 2019. Reference locations were collected where the 0, 10, 20, 30, 40, and 50 yard-lines intersected with the sidelines and on the hash marks at the middle of the field at the 5, 15, 25, 35, 45, and 50 yard-lines (Figure 2). One hash mark on the 5 yard-line near the southern end zone was excluded because the mark was hidden by researchers collecting GPS data while the UAS data were collected. The GPS data were collected using a Trimble R8, with a real-time kinematic base station. The coordinates for each location were averaged for 10 seconds. The Trimble R8 has a horizontal accuracy of 1 cm and a vertical accuracy of 2 cm (Trimble 2009, p. 50). The data were collected in the Illinois East Projection based on the North American Datum of 1983. The units of this projection are feet, rather than meters, and it is used primarily by surveyors and engineers. The Trimble R8 was borrowed from a municipal public works department that was interested in the spatial accuracy of UAS data and plans to use them to inventory and assess infrastructure. Although the civil engineers preferred data in feet, the GPS errors were converted from imperial to metric units for this paper.

UAS Imagery
The UAS images were collected on the same date as the GPS data using three common and affordable UASs, all produced by SZ DJI Technology Co., Ltd. (www.dji.com): the Mavic Pro, the Phantom 4 Pro, and the Matrice 200. According to the specifications on the DJI website, these three drones have the same hover accuracy range: ±0.5 m vertically and ±1.5 m horizontally without downward vision positioning (DVP) and ±0.1 m vertically and ±0.3 m horizontally with DVP. DVP was enabled during all flights. Each UAS completed two flights, one at 61 m (200 ft) above ground level (AGL) and a second at 122 m (400 ft) AGL, with 80% side-lap and front-lap between images. The onboard GPS units were calibrated prior to each flight.

Aerial images collected at low altitudes are very susceptible to relief displacement (Breckenridge and Dakins 2011; Zhang et al. 2011), so UAS images should be mosaicked stereoscopically using structure-from-motion software (Westoby et al. 2012) like PhotoScan Pro (Agisoft 2017). PhotoScan systematically examines neighboring images to detect locations that are identifiable in at least two images. The locations are stereopairs and the elevation of each identified location is then calculated using the location of the UAS when each image was collected. These elevation data are used by PhotoScan Pro to correct topographic displacement as the images are mosaicked. Turner et al. (2014) includes an excellent discussion of the structure-from-motion process and of PhotoScan Pro; they found PhotoScan Pro to be more accurate than other commonly used orthophotoscanning software. Successfully correcting topographic relief displacement requires identifying as many paired locations as possible. For the UAS flights at 200 ft AGL, PhotoScan Pro detected a mean of nearly 800 locations m⁻², which resulted in a mean nominal spatial resolution of 2.24 cm for the mosaicked images. A mean of nearly 200 points m⁻² were discovered in the images flown at 400 ft AGL, for a mean mosaicked spatial resolution of 4.39 cm (Table 1).

Figure 2. The study area. The coordinates of the white dots on the sidelines and on the hash marks on the field were the reference points used to access the locational accuracy of the mosaicked unmanned aerial systems images. The white stars were the ground control points used to orthophotoscanning some of the images.

Table 1. The details of the orthophotoscanning process done using Agisoft PhotoScan Pro.

<table>
<thead>
<tr>
<th>UAS</th>
<th>Flying Height (ft)</th>
<th>Number of Photos</th>
<th>Points</th>
<th>Area (m²)</th>
<th>Points (m⁻²)</th>
<th>Spatial Resolution (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mavic</td>
<td>200</td>
<td>392</td>
<td>9,977,059</td>
<td>15,705</td>
<td>635</td>
<td>2.56</td>
</tr>
<tr>
<td>Mavic</td>
<td>400</td>
<td>90</td>
<td>3,430,391</td>
<td>16,707</td>
<td>205</td>
<td>4.72</td>
</tr>
<tr>
<td>Phantom</td>
<td>200</td>
<td>413</td>
<td>6,959,761</td>
<td>11,854</td>
<td>587</td>
<td>2.45</td>
</tr>
<tr>
<td>Phantom</td>
<td>400</td>
<td>189</td>
<td>2,338,346</td>
<td>15,705</td>
<td>149</td>
<td>4.64</td>
</tr>
<tr>
<td>Matrice</td>
<td>200</td>
<td>92</td>
<td>13,320,911</td>
<td>10,428</td>
<td>1277</td>
<td>1.53</td>
</tr>
<tr>
<td>Matrice</td>
<td>400</td>
<td>20</td>
<td>2,922,893</td>
<td>12,538</td>
<td>233</td>
<td>3.39</td>
</tr>
</tbody>
</table>

UAS = unmanned aerial systems.
Two mosaics were created for each UAS flight. The first was based solely on the coordinates recorded by the onboard GPS unit. The second used eight ground control points (GCPs) to improve the spatial positioning of the mosaicked image. The eight points were the four collected at the extreme corners of the football field and the four collected in the center of the study area at the hash marks on the 45 yard-lines (Figure 2). Coordinates were extracted manually from the mosaicked UAS images for comparison against the Trimble R8 reference data using Quantum GIS (QGIS 2019) at a scale of 1:20. Each hash mark in the middle of the field had a vertical and a horizontal line, making accurately pinpointing the center of the mark in the UAS images relatively straightforward. The marks on the sidelines however, had only a horizontal line since the yard-lines stopped some centimeters short of the sidelines. The horizontal position of these was obscured by mixed pixels in the UAS imagery. This introduced more horizontal error than vertical error to the locational data extracted along the sidelines. With this in mind, comparison statistics were calculated three times for each flight: (1) using all of the reference locations and the images mosaicked without GCPs, (2) using the reference points (minus those used as GCPs) and the images mosaicked with GCPs, and (3) using only the reference points from the middle of the field, i.e., those that did not have introduced longitudinal error, and the images mosaicked using GCPs.

Statistical Analysis

All statistical procedures were performed in the R Statistical Environment (R Core Team 2019). The tests below are discussed in more detail in the appendix.

Measuring Positional Accuracy

The RMSE of the longitude (RMSE\(_L\)), of the latitude (RMSE\(_\lambda\)), and of the longitude and latitude together (also called the radial root-mean-square error, RMSE\(_R\)) were used to measure positional accuracy. Per the recommendation of the NSSDA, the RMSE\(_L\) 95\%, or the radius of a circle centered on the measured or uncertain location that contains the true or accurate location 95\% of the time, was also calculated. This is estimated by multiplying the RMSE\(_L\) by 1.7308 (Greenwalt and Shultz 1962). This calculation assumes that the latitude and longitude of the errors are normally and independently distributed and that their variances are equal (Hugenholtz et al. 2016; Whitehead and Hugenholtz 2015).

Equal Variances of the Longitude and Latitude

F-tests were used to assess equality of variances between the longitude and latitude components of the positional errors.

Characterizing the Distribution of the Error Distances

The Anderson-Darling test was used to determine if the error distances conform to a Rayleigh distribution (Al-Omari and Zamanzade 2016). The original test returns an \(A^2\) statistic and a modified version returns a \(V^2\) statistic. The \(A^2\) statistic has a longer historical precedence, but the \(V^2\) statistic is more powerful (Best et al. 2010).

Although the Anderson-Darling test is the most commonly used procedure for assessing conformity to a Rayleigh distribution, a recently proposed version of the Hellinger distance test seems to be more powerful (Jahanshahi et al. 2016). The test statistic \(D_H\) is the integral of the squared difference of the density function of the errors and the Rayleigh density function fitted to the errors. Values of \(D_H\) get smaller as the errors more closely conform to a Rayleigh distribution.

Assessing the Directional Uniformity of the Errors

The mean error direction, \(\bar{D}\), ranges from 0° to 360° and indicates the direction of the error if systematic directional bias is present. The mean resultant length of the directions, \(\rho\), is a measure of circular dispersion or clustering. It ranges from 0, indicating a perfectly uniform or random distribution of directions, to 1, indicating a perfectly clustered distribution with a single modal direction. A probability value for \(\rho\) can be found using the Rayleigh test (Landler et al. 2018; Mardia and Jupp 2000, p. 94). The null hypothesis is that the directions are uniformly distributed, so large \(p\)-values suggest that the directions are random and uniform, whereas small \(p\)-values suggest that the directions are strongly clustered in a single direction. Axial data, i.e., directional data with two clusters pointing in opposite directions, can be assessed by doubling the angles before submitting them to the Rayleigh test (Batschelet 1981, p. 51).

Assessing Vertical Errors

Vertical GPS errors should be normally distributed with a mean near zero. The RMSE\(_x\) and RMSE\(_z\) 95\%, which is found by multiplying the RMSE\(_x\) by 1.9600 (FGDC 1998; Greenwalt and Shultz 1962), were used to measure vertical errors. The median vertical errors were also calculated (Hamshaw et al. 2019). The Shapiro-Wilks test was used to assess the normality of the vertical errors.

Results

Images Mosaicked without GCPs

The error distances and directions of the images mosaicked without GCPs are shown by UAS and by altitude in Figure 3. The origin of this plot is the reference locations recorded using the precise Trimble R8 GPS unit. The results of the F-Tests show that none of these errors exhibit equal variances (Table 2), suggesting strong bias in the imagery mosaicked without GCPs. The F-statistics of the Mavic data and the Matrice data were larger than 1, indicating larger variance in the longitude than in the latitude. The most egregious were the errors of the Matrice flown at 200 ACL, which displayed seven times larger variance in its longitude than in its latitude. The F-statistics of the Phantom flights were less than one, indicating that the variance of the latitude of the errors was greater than that of the longitude of the errors.

![Figure 3](image-url)
mosaicked without GCPs. The rows labeled with “GCP” are those mosaicked with GCPs and assessed using all of the reference points (minus those used as GCPs). The rows labeled with “GCP Limited” are those of the images mosaicked with GCPs but assessed with only the more reliable hash mark reference points from the middle of the football field.

Notice that the directional bias of the errors of images mosaicked without GCPs is very pronounced. The error directions were all strongly clustered, with Rayleigh test values greater than or equal to 0.987 with p-values <0.000 (Table 2). The most dramatic example was the data collected by the Matrice at 400 ft AGL, which was incorrectly positioned 2.65 m to the northwest (θ = 316°, ρ = 1.00, p < 0.000). When the same data were mosaicked using GCPs the image was off by only 0.07 m in random directions (ρ = 0.223, p = 0.150). The strong directional clustering suggests that the bias is very systematic; therefore, it should be easy to repair during postprocessing using any of the geo-rectification procedures common to most image processing software. None of these errors conformed to a Rayleigh distribution (Table 2). The RMSE values for these data are included in Table 2 for comparison purposes, but because of their unequal variances, strong directional bias, and non-Rayleigh distribution, they are unreliable.

### Images Mosaicked with GCPs

The errors of the images mosaicked using GCPs are shown in Figure 4, where each circle plot is labeled with the name of the UAS and with the altitude at which the data were collected. The gray dots and lines are the errors assessed using the dubious sideline reference points and the black dots and lines are the errors measured using the more reliable hash mark points from the middle of the field.

When assessed using only the reliable hash mark reference points, the longitude and latitude of most of these errors exhibited equal variances (Table 2). The only exception was the Mavic data collected at 200 ft AGL (F = 0.192, p = 0.002). As expected, when the dubious sideline reference points were included in the assessment, the variances were strongly unequal, with large F ratios confirming that the longitudinal variances were greater than the latitudinal variances. This is surely the result of inaccurately extracted reference coordinates rather than a poorly positioned image, as explained earlier.

The results of the Rayleigh tests conducted using the dubious sideline reference points initially seem to suggest that the error directions are uniform, with the exception of the Matrice data collected at 200 ft AGL (ρ = 0.390, p = 0.005). However, the Rayleigh test assesses the error directions against a single cluster, and the plots in Figure 4, and the results of
mosaicked using GCPs, and assessed using only the reliable hash mark reference points. In that example, the $\beta$ is equal to 1.93 cm, the $\text{RMSE}_z$ is equal to 2.73 cm and the $\text{RMSE}_r$ 95% is equal to 4.72 cm. The mean error distance is 2.47 cm. These data have equal variances and conform to a Rayleigh distribution (Table 2).

The $\text{RMSE}_z$ value of the Mavic UAS, when flown at 400 ft AGL and mosaicked with GCPs, was 5.38 cm or 1.14 pixels, with a 95% reliability of 9.32 cm. The same UAS flown at 200 ft AGL and mosaicked with GCPs produced an $\text{RMSE}_z$ of 3.99 cm or 1.56 pixels, with a 95% reliability of 6.90 cm. This compares favorably to Barry and Coakley (2013), who used PhotoScan Pro with images collected from a fixed-wing UAS flown at 90 m AGL and 10 ground control points and achieved a 95% horizontal reliability of 4.1 cm.

The Phantom UAS, flown at 400 ft AGL and mosaicked using GCPs produced an $\text{RMSE}_z$ value of 2.26 cm or just under half a pixel width, with a horizontal 95% reliability of 3.92 cm. When flown at 200 ft AGL, the $\text{RMSE}_z$ was 2.54 cm or just over 1 pixel width, with a 95% horizontal reliability of 4.40 cm. When flown at 400 ft AGL, the Matrice data produced an $\text{RMSE}_z$ of 2.17 cm or 0.64 pixels, with a horizontal 95% reliability of 3.75 cm. The Matrice flown at 200 ft AGL had an $\text{RMSE}_z$ of 2.73 or 1.78 pixels, with a 95% reliability of 4.72 cm. At 400 AGL, the Matrice produced an $\text{RMSE}_z$ of 2.17 cm or 0.64 pixels, with an 95% reliability of 3.75 cm.

Vertical Accuracy

The elevation values that PhotoScan Pro generates to correct relief displacement can be output as a separate raster. Only the elevation values of the images mosaicked using GCPs were assessed (Table 3). The mean of the $\text{RMSE}_z$ values for the imagery collected at 200 ft AGL was 2.3 cm, whereas that of the imagery collected at 400 ft AGL was just over 3.5 cm. The data collected using the Mavic UAS at 400 ft AGL had the largest $\text{RMSE}_z$. The Matrice 400 data contained several outliers, which were removed from the data before calculating the statistics in Table 3. Only the data from the Phantom flown at 200 ft AGL were not normally distributed ($W = 0.898, p < 0.000$).

Table 3. Measures of vertical global positioning system error, including the Shapiro-Wilks normality test results.

<table>
<thead>
<tr>
<th>UAV</th>
<th>AGL</th>
<th>$\text{RMSE}_z$</th>
<th>$\text{RMSE}_r$ 95%</th>
<th>$\hat{\beta}$</th>
<th>$W$</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mavic</td>
<td>200</td>
<td>1.677</td>
<td>3.287</td>
<td>-0.410</td>
<td>0.991</td>
<td>0.973</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>5.170</td>
<td>10.132</td>
<td>-0.493</td>
<td>0.976</td>
<td>0.555</td>
</tr>
<tr>
<td>Phantom</td>
<td>200</td>
<td>3.707</td>
<td>7.266</td>
<td>-2.564</td>
<td>0.898</td>
<td>&lt;0.000</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>3.685</td>
<td>7.222</td>
<td>-2.121</td>
<td>0.966</td>
<td>0.172</td>
</tr>
<tr>
<td>Matrice</td>
<td>200</td>
<td>1.518</td>
<td>2.975</td>
<td>-0.265</td>
<td>0.974</td>
<td>0.349</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1.849</td>
<td>3.625</td>
<td>-0.737</td>
<td>0.969</td>
<td>0.230</td>
</tr>
</tbody>
</table>

The $\text{RMSE}_z$ value of the Mavic UAS, when flown at 400 ft AGL, was 5.17 cm and a 95% reliability of 10.13 cm. The same UAS flown at 200 ft AGL produced an $\text{RMSE}_z$ of 1.68 cm with a vertical 95% reliability of 3.29 cm. Again, this compares favorably to Barry and Coakley (2013), who achieved a 95% vertical reliability of 6.8 cm.

The Phantom UAS, flown at 400 ft AGL, produced an $\text{RMSE}_z$ of 3.69 cm with a vertical 95% reliability of 7.22 cm. At 200 ft AGL, the $\text{RMSE}_z$ was 3.71 cm with a 95% reliability of 7.27 cm. The Matrice data, when flown at 400 ft AGL, produced an $\text{RMSE}_z$ of 1.85 cm and a vertical 95% reliability of 3.63 cm. When flown at 200 ft AGL, the Matrice produced an $\text{RMSE}_z$ of 1.52 cm with a vertical 95% reliability of 2.98 cm.

Figure 4. The directions and distances of the global positioning system errors of the unmanned aerial systems imagery mosaicked with ground control points. The gray dots are the sideline reference points and the black dots are those of the hash mark reference points (Figure 2).
Discussion and Conclusions

Across the three UASs, image mosaics collected at lower altitudes were geo-positioned more accurately than images collected at higher altitudes. Approximately four times more images were required to capture the study area when the UASs were flown at 200 ft AGL than when they were flown at 400 ft, but this resulted in approximately four times more stereo-locations used to correct the topographic displacement and about four times more pixels in the final image (Table 1).

The RMSEx values of the images mosaicked without GCPs ranged from about 1 m to a bit more than 2.5 m; however, the errors had consistently unequal variances, exhibited very significant directional bias (Figure 3), and did not conform to the expected Rayleigh distribution (Table 2). Because of these faults, the data are biased and their RMSE values should be considered cautiously.

The proposed statistical methods identified the bias of the faulty sideline reference points. The longitude and latitude of their errors exhibited strongly unequal variances; their error directions were significantly clustered eastward and westward (a result of the difficulty of identifying the longitude of these points in the mosaicked imagery); and only half of them conformed to a Rayleigh distribution (Table 2). All of these items suggest biases that make the positional accuracy of these data suspect. These data were collected in the field as precisely as possible and it was not until the data were being processed that their faults became apparent. In particular, the plots in Figure 4 and the F-tests made the east/west bias obvious, which was subsequently confirmed by the axial Rayleigh test results (Table 2). If all of the reference points had suffered from these problems, an accurate assessment of positional accuracy would have required collecting new reference data. Fortunately, half of the points were reliable. Researchers who do not assess their GPS data for bias would not have detected this problem.

When assessed using the reliable hash mark reference points, the images mosaicked using GCPs demonstrated consistently equal variances and conformity to the expected Rayleigh distribution (Table 2). However, only the error directions of the data from the Phantom flown at 200 ft AGL were distributed uniformly ($\rho = 0.238, p = 0.387$). The others were all biased towards the east. The mean directions ranged from 248° to 315°, all with p-values less than 0.05. This is also apparent in the plots in Figure 4. The cause of this eastward trend is unknown. It could have been caused by the steep sides of the football stadium, which blocked visibility to the east and the west and may have impeded communication between the satellites and the GPS receiver. The RMSEx of these images range from nearly 1.5 cm to just under 4.0 cm, so the bias, although consistent, is slight. Researchers who encounter similar issues from these problems, an accurate assessment of positional accuracy would have required collecting new reference data. The proposed statistical methods identified the bias of the faulty sideline reference points. The longitude and latitude of their errors exhibited strongly unequal variances; their error directions were significantly clustered eastward and westward (a result of the difficulty of identifying the longitude of these points in the mosaicked imagery); and only half of them conformed to a Rayleigh distribution (Table 2). All of these items suggest biases that make the positional accuracy of these data suspect. These data were collected in the field as precisely as possible and it was not until the data were being processed that their faults became apparent. In particular, the plots in Figure 4 and the F-tests made the east/west bias obvious, which was subsequently confirmed by the axial Rayleigh test results (Table 2). If all of the reference points had suffered from these problems, an accurate assessment of positional accuracy would have required collecting new reference data. Fortunately, half of the points were reliable. Researchers who do not assess their GPS data for bias would not have detected this problem.

When assessed using the reliable hash mark reference points, the images mosaicked using GCPs demonstrated consistently equal variances and conformity to the expected Rayleigh distribution (Table 2). However, only the error directions of the data from the Phantom flown at 200 ft AGL were distributed uniformly ($\rho = 0.238, p = 0.387$). The others were all biased towards the east. The mean directions ranged from 248° to 315°, all with p-values less than 0.05. This is also apparent in the plots in Figure 4. The cause of this eastward trend is unknown. It could have been caused by the steep sides of the football stadium, which blocked visibility to the east and the west and may have impeded communication between the satellites and the GPS receiver. The RMSEx of these images range from nearly 1.5 cm to just under 4.0 cm, so the bias, although consistent, is slight. Researchers who encounter similar issues from these problems, an accurate assessment of positional accuracy would have required collecting new reference data. Fortunately, half of the points were reliable. Researchers who do not assess their GPS data for bias would not have detected this problem.

Assessing the Direction of GPS Errors

The Rayleigh test of circular uniformity (Rayleigh 1880) is based on two circular descriptive statistics: the circular mean, a measure of central tendency, and the mean resultant length, a measure of circular dispersion. Calculating circular statistics involves transforming the data from circular values to linear ones using the sine and cosine trigonometric functions. The statistic is then calculated using the transformed data and the result is back-transformed to a circular value using the arctangent function.

The directions, $\theta$, entered into Equation 1 below must be expressed in radians. Most geographic data begin in degrees, which are converted to radians through multiplication by $\pi/180$. Angles expressed in radians, like the mean returned from Equation 2, can be transformed to degrees through multiplication by $180/\pi$.

The circular mean is found by first summing the sines and cosines of the angles,

$$ s = \sum \sin(\theta_i) $$

$$ c = \sum \cos(\theta_i) $$

and then reverting to a circular value using

$$ \bar{\theta} = \begin{cases} 
\tan^{-1}\left(\frac{s}{c}\right), & \text{if } s > 0, c > 0 \\
\tan^{-1}\left(\frac{s}{c}\right) + \pi, & \text{if } c < 0 \\
\tan^{-1}\left(\frac{s}{c}\right) + 2\pi, & \text{if } s(0,c)0 
\end{cases} $$

The circular mean is a useful descriptive statistic only if the directions are nonuniform and clustered around a single direction. Circular dispersion is most appropriately measured using the mean resultant length,

$$ \bar{\rho} = \frac{1}{n} \sqrt{s^2 + c^2} $$

where $s$ and $c$ are calculated according to Equation 1. Notice that $\bar{\rho}$ remains a linear value, ranging from zero to one. Values near zero indicate circular uniformity, whereas values near one indicate that the errors are clustered in one direction. $\bar{\rho}$ can be used in an inferential test of circular uniformity called the Rayleigh test, where the null hypothesis is that the directions are uniform. If the test statistic is too large, the null hypothesis should be rejected. $\bar{\rho}$ is converted to a test statistic by

$$ z = n\bar{\rho}^2 $$

with a p-value of

$$ p = e^{-z^2} \left(1 + \frac{2z - z^2}{4n} - \frac{24z - 132z^2 + 76z^3 - 9z^4}{288n^2}\right) $$

if $n$ is less than 50, and $e^{-z^2}$ if $n$ is equal to or larger than 50.

A large p-value returned from a Rayleigh test performed on GPS error directions indicates that the errors are systematic, or that the direction of the errors is biased and predictable. A low p-value indicates that the error directions are uniform and unpredictable, which is the expectation for GPS errors. The R functions for finding the circular mean, the mean resultant length, and their corresponding p-values are found in the R "circular" package (Agostinelli and Lund 2017).

Appendix: Statistical Methods for Assessing GPS Errors

The equations for RMSEx, RMSEy, and RMSEz are not included here, but they can be found in Whitehead and Hugenholtz (2015). Thorough reviews of circular statistical procedures can be found in Batschelet (1981), Fisher (1993), Mardia (1975), and Mardia and Jupp (2000).
Axial data, or data with two clusters pointing in opposite directions, can be assessed by doubling the angles prior to submitting them to the Rayleigh test. The null hypothesis is that the data are uniform and the alternate hypothesis is that they exhibit two clusters that are 180° apart.

### Rayleigh Distribution Goodness-of-Fit Tests

The Rayleigh distribution is the best known approximation of GPS error distances (Wilson 2006; Zandbergen 2008) and is composed of a two-dimensional vector whose orthogonal components (longitude and latitude) are normally and independently distributed. The Rayleigh distribution ranges from zero to infinity and is positively skewed (Figure 1). The peak of the distribution is located at the scale factor, $\beta$, which can be estimated using (Jahanshahi et al. 2016),

$$\hat{\beta} = \sqrt{\frac{\sum x_i^2}{2n}}$$  \hspace{1cm} (6)

Its probability density function is

$$f(x, \beta) = \frac{x}{\beta^2} e^{-x^2/\beta^2}$$  \hspace{1cm} (7)

and the cumulative distribution function (CDF) has the form,

$$F(x, \beta) = 1 - e^{-x^2/\beta^2}$$  \hspace{1cm} (8)

Simulating a sample that follows a Rayleigh distribution can be done using

$$R(y, \beta) = \beta \sqrt{-2 \ln(y)}$$  \hspace{1cm} (9)

where $y$ is a set of randomly selected numbers that range from 0 to 1.

### The Anderson-Darling Test

The Anderson-Darling test (Anderson and Darling 1952) has been recommended as a goodness-of-fit test for the Rayleigh distribution. Equation 7, using the scale factor derived from the sample using Equation 6. If $D_n$ is too large, the null hypothesis should be rejected and the error distances should be assumed not to follow a Rayleigh distribution. In the current analysis, $f(x) = \hat{f}(x)$ was estimated using the “densityfun” function from the “statip” R package (Poncet 2019). The “integrate” function was used to calculate the integral. Like the Anderson-Darling test statistics, critical values for $D_n$ are unknown (Jahanshahi et al. 2016) and are unique to each combination of sample size and $\beta$.

Critical values for the Anderson-Darling and Hellinger distance test statistics were estimated according to the method outlined in Abd-Elfattah (2011) and Jahanshahi et al. (2016). For each combination of sample size and scale factor, 5000 samples were simulated from a generalized Rayleigh distribution (Equation 9) and the $A^2$, $V^2$, and $D_n$ test statistics were calculated using Equations 10, 11, and 12. The value of the 95th quantile of the simulated samples’ statistics was found and used as the critical value. If the test statistic was less than the critical value, the GPS error distances were considered to fit the Rayleigh distribution.
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Double Adaptive Intensity-Threshold Method for Uneven Lidar Data to Extract Road Markings
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Abstract
Due to the large volume and high redundancy of point clouds, there are many dilemmas in road-marking extraction algorithms, especially from uneven lidar point clouds. To extract road markings efficiently, this study presents a novel method for handling the uneven density distribution of point clouds and the high reflection intensity of road markings. The method first segments the point-cloud data into blocks perpendicular to the vehicle trajectory. Then it applies the double adaptive intensity-threshold method to extract road markings from road surfaces. Finally, it performs an adaptive spatial density filter based on the density distribution of point-cloud data to remove false road-marking points. The average completeness, correctness, and F measure of road-marking extraction are 0.827, 0.887, and 0.854, respectively, indicating that the proposed method is efficient and robust.

Introduction
With the rapid development of 3D laser scanning and acquisition equipment, point clouds have become the essential spatiotemporal data source after vector maps and image data, according to the European Geospatial Business Outlook Report (Geospatial Media and Communications 2018). Many researchers have studied point-cloud data obtained from 3D laser scanning systems (especially mobile laser scanning systems [MLSs]), mainly focusing on 3D reconstruction, forest resource survey, geological disasters, automatic driving, and construction of 3D high-definition (HD) maps (Aijazi et al. 2013; Guan et al. 2015; Pirasteh and Li 2017; Balado et al. 2018; Wang et al. 2018; Che et al. 2019; Pirasteh et al. 2019, 2020; Ye et al. 2020). Compared with two-dimensional (2D) standard maps, a 3D HD map characterizes roads more completely and accurately, and can fulfill the requirements of new challenging road safety applications (Bétaille and Toledo-Moreo 2010; Pu et al. 2011; Solián et al. 2017). Traffic signs, particularly including road markings, are the most important safety elements in a 3D HD map. They provide information about limits and directions, and warn drivers about potential dangers (Kumar et al. 2014; Holgado-Barco et al. 2015; Wen et al. 2019). Therefore, robustly and accurately extracting road markings from MLS data is a key problem in constructing 3D HD maps and automatic driving. However, due to the large volume, high redundancy, and nonlinear error distribution of point-cloud data, the development of automated algorithms for efficient extraction from point-cloud data lags behind compared to advances in hardware systems for mobile lidar (B. Yang et al. 2012, 2017).

Extracting road markings from MLS data mainly involves two very different steps: extracting the road surface from raw point-cloud data and extracting road markings from the road surfaces. Researchers have discussed road-surface extraction in-depth, and there are many algorithms available, such as curb-based road-surface extraction (Bartels and Wei 2010; Boyko and Funkhouser 2011; Kumar et al. 2013; Rodríguez-Cuenca et al. 2015; Yadav et al. 2017). Therefore, we concentrate in this study on extracting road markings from road-surface point clouds.

Based on different data formats, road-marking extraction methods can be mainly categorized into two groups: 2D feature image-based extraction and 3D point-based extraction. At early stages, 2D feature image-based extraction is more popular, because many advanced image-processing algorithms can be used after georeferenced feature images are generated from point-cloud data. B. Yang et al. (2012) have presented a method for extracting road markings from georeferenced reflectance intensity images, created by inverse distance-weighted interpolation. The extraction results showed that their method is efficient. Guan et al. (2014; see also Ma et al. 2019) have proposed an adaptive approach based on reflectivity difference to extract road markings from feature images. They have improved the traditional intensity threshold method with their discovery that the reflection intensity of point clouds from MLS data is affected by scanning angle and scanning distance—and a better result was gained. Cheng et al. (2017) have converted point clouds into radiometrically corrected and enhanced 2D intensity imagery of road surfaces, with pavement markings automatically extracted using Otsu’s thresholding, neighbor-counting filtering, and region-growing algorithm based on reflection intensity. Moreover, Jung et al. (2019) have used an image-segmentation algorithm to separate lane markings from pavement after rasterizing road-surface point clouds. Topologically similar lane markings were associated with each other by computing line parameters to rectify occlusions or worn portions caused by moving vehicles. In general, this type of method can extract road markings fast using advanced image-processing algorithms, but it may lead to incompleteness and incorrectness when converting 3D point clouds to 2D feature images.

By contrast, the precision and 3D information of point clouds can be preserved by using a 3D point-based extraction method to extract road markings. This type of approach...
relies on prior knowledge to a large extent, such as geometric distribution, reflection intensity, and morphological features. Soilán et al. (2018; see also Yu et al. 2015; M. Yang et al. 2018) have detected road markings using a single reflection intensity threshold or multi-threshold based on the high reflectiveness of road markings. Using integrated gray information generated from RGB signals, reflection intensity, and differential intensity, Gao et al. (2017) have presented a method to extract road markings from point-cloud data. Wang et al. (2018) have excluded points outside the road markings from block-based local coordinate systems within a threshold, then used a statistical filter to remove outliers. Rastiveis et al. (2020) have used a Hough transform algorithm to detect candidate lane markings and then extracted true lane markings by extracting geometric and radiometric descriptors for the clusters of probable lane markings and analyzing them in a fuzzy inference system. Yan et al. (2016) have proposed a scan-line-based method to extract road markings from mobile lidar point clouds. In this method, the isolated points are removed, and point-cloud data are organized according to scan lines. Then road markings are extracted by the Edge Detection and Edge Constraint method. As already mentioned, the morphological and reflection-intensity features of road markings are widely considered in extracting road markings. However, the characteristics of the point-cloud data themselves, such as uneven density distribution, are ignored in most cases of extracting road markings directly from a 3D point cloud, giving these methods poor adaptability and robustness.

In contrast to all these methods, this study proposes a robust double adaptive reflection intensity-threshold method to extract road markings directly from 3D point cloud data, taking in consideration both the high reflection intensity of road markings and the uneven density of the original point-cloud data. The following sections cover data profiling, the methodology of the study, results and discussion, and conclusions.

Data Profiling

The MLS data sets used in this study were acquired by a RIEGL VMX-450 mobile lidar system in Xiamen, China. The point clouds collected were preprocessed and saved as LAS files. There are three data sets used in this article, containing respectively 5 524 429, 865 532, and 2 098 391 points. We chose Data set 1 as sample data for interpreting our method; respectively 5 524 429, 865 532, and 2 098 391 points. We point clouds also depend on material properties of the scanned objects, the range between the laser sensor and the target, and incidence angles of the laser beam, which all cause the reflection intensity value to be unevenly distributed. A profile of the y-direction is generated perpendicular to the trajectory and the x-axis, and the y-axis points to the left of the vehicle (Equation 1), and; then the data are moved close to their original point by translation (Equation 2):

\[
\begin{align*}
(x', y') &= \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} \\
(x'', y'') &= \begin{pmatrix} x_1 \end{pmatrix} - \begin{pmatrix} x_m \\ y_m \end{pmatrix}
\end{align*}
\]

where \(x\) and \(y\) are point coordinates before and after the transformation, respectively, is the rotation angle between the trajectory and the x-axis, and \(x_m\) and \(y_m\) are the minimum values of x and y after rotation, respectively.

Blocking

Road markings show higher reflection intensity than other surrounding road surfaces in point clouds, because they are painted on asphalt road surfaces using highly reflective objects (Figure 1). However, the reflection intensity of point clouds also depends on material properties of the scanned objects, the range between the laser sensor and the target, and incidence angles of the laser beam, which all cause the reflection intensity value to be unevenly distributed. A profile of the y-direction is generated perpendicular to the trajectory, recorded by the on-board navigation module while the MLS system collects data. As Figure 3 illustrates, the reflection

Method

This study presents a double adaptive reflection intensity-threshold approach based on high reflection intensity and uneven density distribution, to extract road markings from road-surface point-cloud data. The method mainly includes preprocessing, road-marking extraction, and adaptive spatial density filtering (Figure 2).

Figure 2. Workflow of the proposed method.

Preprocessing

Coordinate Transformation

The coordinate system of the point-cloud data obtained by an MLS system is arbitrary. For user-friendly visualization and quick calculation, we transform the arbitrary coordinate system to a local relative coordinate system (Figure 1). First a rotation transformation function is used to make sure that the front of the vehicle is roughly parallel to the x-axis and the y-axis points to the left of the vehicle (Equation 1), and; then the data are moved close to their original point by translation (Equation 2):

\[
\begin{align*}
(x', y') &= \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} \\
(x'', y'') &= \begin{pmatrix} x_1 \end{pmatrix} - \begin{pmatrix} x_m \\ y_m \end{pmatrix}
\end{align*}
\]

where \(x\) and \(y\) are point coordinates before and after the transformation, respectively, is the rotation angle between the trajectory and the x-axis, and \(x_m\) and \(y_m\) are the minimum values of x and y after rotation, respectively.

Blocking

Road markings show higher reflection intensity than other surrounding road surfaces in point clouds, because they are painted on asphalt road surfaces using highly reflective objects (Figure 1). However, the reflection intensity of point clouds also depends on material properties of the scanned objects, the range between the laser sensor and the target, and incidence angles of the laser beam, which all cause the reflection intensity value to be unevenly distributed. A profile of the y-direction is generated perpendicular to the trajectory, recorded by the on-board navigation module while the MLS system collects data. As Figure 3 illustrates, the reflection

Figure 1. Experiment road-surface point cloud after coordinate transformation. (a) Data set 1, (b) Data set 2, (c) Data set 3.
intensity of the road surface fluctuates violently, and is slightly greater at the upper part of the road surface than at the bottom. In addition, the (relative) reflection intensity value of road markings is nearly 2000 higher than that of the road surface. A similar phenomenon occurs in Figure 4, a profile of the x-direction along the trajectory. In this study, the uneven reflection intensity is what must be overcome for better results in road-marking extraction. Therefore, to avoid interference from local high-reflection-intensity road surface (considered noise) far away from the markings, we partition the road-surface point-cloud data into a set of blocks perpendicular to the trajectory (Figure 5). The width W of a block is fixed.

**Figure 5. Block model perpendicular to the trajectory.**

Road-Marking Extraction

Although the effect of uneven reflection intensity along the trajectory is decreased by the blocking operation, it still exists in each block perpendicular to the trajectory. The proposed double adaptive intensity-threshold method is an efficient way to restrain the influence of uneven reflection intensity. In the first instance, we use a global fixed reflection intensity threshold to remove points of low reflection intensity. In the second, we extract road markings from each block by a local adaptive reflection intensity threshold.

**Global Fixed Thresholding**

We divided the road-surface points into three categories to extract road markings efficiently. In this study, we categorized the reflection intensity of point clouds as either low, medium, or high. As Figure 6 depicts, point clouds were categorized as having low reflection intensity when their reflection intensity was lower than the first crest of the histogram. Medium reflection intensity meant the value was between the first crest of the histogram and the local adaptive threshold. The remainder were categorized as having high reflection intensity—and regarded as road markings. In this article, we aim to find an optimal reflection intensity threshold to maximize the differences between medium-reflection-intensity points and road markings. In theory, the optimal threshold is a fixed value for each block and will not be affected by low-reflection-intensity points. But in practice, these low-reflection-intensity points extend the range of reflection intensity, making the optimal reflection intensity smaller. Therefore, low-reflection-intensity points are considered noise and are removed from the road surface before road markings are extracted using a global fixed reflection intensity threshold.
Adaptive Spatial Density Filtering

We extracted road markings using the double adaptive intensity-threshold method. However, there was still much high-reflection-intensity noise (false road-marking points), which were dispersed and irregularly distributed. To remove these from the extracted road markings, we used an adaptive spatial density filter based on the density distribution of point-cloud data. This method eliminates noises by setting a fixed density threshold \( D_r \) in a neighborhood \( R_p \) and comparing it with the practical density \( D_p \). If a point’s \( D_p \) in \( R_p \) is smaller than \( D_r \), the point is regarded as noise and removed:

\[
\begin{cases} 
\text{noise} & \text{if } D_p < D_r, \\
\text{road marking} & \text{otherwise}
\end{cases}
\]

We found that the density distribution of the point-cloud data was uneven, with much higher density near trajectory, causing dense noise near trajectory and sparse noise away from it (Figure 7). Due to this uneven distribution, false road-marking points cannot be easily eliminated by a spatial density filter using a fixed density threshold. Hence, we improved the method based on an uneven density distribution. First, we partitioned the road surface into slices parallel to the trajectory (Figure 8). Then, to efficiently eliminate both dense and sparse noise, we determined the density threshold for each slice by the density value of its road-surface point-cloud data:

\[
\begin{cases} 
\text{noise} & \text{if } D_p < (D_r/k), \\
\text{road marking} & \text{otherwise}
\end{cases}
\]

where \( D_p \) is the practical density of the point-cloud data after extracting road markings; \( D_r \), regarded as the density threshold, is the density of origin point clouds before extracting road markings, with a different value for each slice; and \( k \) is a coefficient to reduce the gap between \( D_p \) and \( D_r \), because the density of point clouds after road markings are extracted is definitely lower.

Results and Discussion

Road-Marking Extraction

As low-reflection-intensity points were already defined, we set the first crest value of the reflection intensity histogram as a global fixed reflection intensity threshold. The shaded parts of the surface (highlighted in red in Figure 9) are removed using a global fixed reflection intensity threshold, and the distinction between road markings and road surface is still clear visually. After that, we extracted road markings using a local adaptive threshold for each data block. The width \( W \) of each block was set as 2 m according to our experiments—but it is also fine if \( W \) is a little bigger or smaller. As Figure 10 shows, we extracted the road markings very well and the uneven reflection intensity was efficiently constrained, except in Data set 2. There is a shadow in Figure 10b1 (highlighted in green), reducing the reflection intensity there, so road-marking extraction results there are terrible. And there is still much dispersed noise in all three data sets. According to the origin point-cloud data, we can see that the reflection intensity values of the road surface are higher in these areas, causing this dense noise.

We compared our road-marking extraction results with the results of the extraction methods of Yu et al. (2015) and Otsu (1979). The Yu et al. method partitions the point clouds into a set of data blocks along the trajectory and uses a multi-segment thresholding strategy, whereas Otsu’s method segments the data into blocks perpendicular to the trajectory.
Figure 9. Removal of low-reflection-intensity point clouds. (a1, b1, c1) Original data for Data sets 1, 2, and 3, respectively. (a2, b2, c2) Corresponding results after removal of low-reflection-intensity point clouds.

Figure 10. Road-marking extraction. (a1, b1, c1) Original data for Data sets 1, 2, and 3, respectively. (a2, b2, c2) Corresponding results after road-marking extraction.
and uses adaptive reflection intensity thresholding only once. As Figure 11 shows, our proposed method is more sensitive to high-reflection-intensity noise and extracts road markings more efficiently and accurately. There is more noise in Figure 11 for the Yu et al. and Otsu methods because a large number of low-reflection-intensity points exists in the road surface. In addition, both of those methods use adaptive intensity thresholding only once, reducing the adaptive reflection intensity threshold below normal. If the differences between road surface and markings are great, those methods may nevertheless attain good road-marking extraction results, as in most of Figure 11a2 and the upper part of Figure 11a3.

To further quantitatively evaluate our experimental results obtained using different methods, we converted our 3D road-marking extraction results to 2D georeferenced images and then computed completeness $E_{cpt}$, correctness $E_{crt}$, and the F measure $E_{f}$ based on manually labeled reference road markings:

$$E_{cpt} = \frac{TP}{TP + FN}$$  \hspace{1cm} (6)

$$E_{crt} = \frac{TP}{TP + FP}$$  \hspace{1cm} (7)

$$E_{f} = \frac{2 \times E_{cpt} \times E_{crt}}{E_{cpt} + E_{crt}}$$  \hspace{1cm} (8)

where TP, FN, and FP are the pixel numbers of true positives, false negatives, and false positives, respectively, in converted 2D georeferenced images. Completeness describes how complete the extracted road markings are, correctness is the percentage of valid extracted road markings, and the F measure indicates an overall score taking into consideration both precision and recall.

As shown in Table 1, our approach achieved an average completeness of 0.840, correctness of 0.774, and F measure of 0.804, indicating a reliable extraction result. The other two methods achieved higher scores for completeness but much lower scores for both correctness and F measure. The average F measure for both of the other methods is below 0.4 because of their terrible extraction results (shown in Figure 11).

Table 1. Quantitative assessment of road-marking extraction results.

<table>
<thead>
<tr>
<th>Method</th>
<th>Data Set</th>
<th>Completeness</th>
<th>Correctness</th>
<th>F Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>1</td>
<td>0.943</td>
<td>0.856</td>
<td>0.897</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.816</td>
<td>0.842</td>
<td>0.829</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.761</td>
<td>0.624</td>
<td>0.686</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>0.840</td>
<td>0.774</td>
<td>0.804</td>
</tr>
<tr>
<td>Otsu (1979)</td>
<td>1</td>
<td>0.954</td>
<td>0.746</td>
<td>0.847</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.911</td>
<td>0.047</td>
<td>0.089</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.957</td>
<td>0.102</td>
<td>0.184</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>0.941</td>
<td>0.298</td>
<td>0.373</td>
</tr>
<tr>
<td>Yu et al. (2015)</td>
<td>1</td>
<td>0.970</td>
<td>0.404</td>
<td>0.570</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.954</td>
<td>0.104</td>
<td>0.188</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.936</td>
<td>0.089</td>
<td>0.162</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>0.953</td>
<td>0.199</td>
<td>0.307</td>
</tr>
</tbody>
</table>

Figure 11. Road-marking extraction results using different methods for Data sets 1, 2, and 3. (a1, b1, c1) The proposed method, (a2, b2, c2) Otsu’s (1979) method, (a3, b3, c3) Yu et al. (2015) method.
Adaptive Spatial Density Filtering

Before directly analyzing the results of adaptive spatial density filtering, we take into consideration the neighborhood $R_n$ and coefficient $k$, using Data set 1 as our experimental data. Because the width of standard road markings ranges from 0.1 to 0.15 m, according to the Code for the Layout of Urban Road Traffic Signs and Markings of China (GB 51038-2015), $R_n$ is set as 0.05, 0.1, 0.15, and 0.2 m, with an interval of 0.05 m. The Coefficient $k$ depends on the density of the point cloud; in our experiments we set it to 2, 3, 4, and 5. To further quantitatively evaluate the filtering results obtained using different parameters, we introduced another measure—the denoising ratio $E_{dnr}$, which indicates the percentage of noise eliminated:

$$E_{dnr} = \frac{N_b - N_n}{N_b}$$  \hspace{1cm} (9)

where $N_b$ and $N_n$ are the pixel numbers of noise before and after filtering, respectively.

As can be seen in Figure 12, the denoising ratio and correctness decrease, while completeness increases, as $R_n$ gets bigger in most cases. When $R_n$ equals 0.1 m, both the $F$ measure and denoising ratio show good performance. So we created Figure 13 to find out the influence of the coefficient $k$. As the figure shows, a high denoising ratio and correctness occur with a low $F$ measure and completeness when $k$ equals 2, which seriously affects road markings. Although other results indicate slight differences when $k$ equals 3, 4, and 5, there is still a little superiority when $k$ equals 3. Therefore, we recommend $k = 3$ and $R_n = 0.1$ m for Data set 1. The same parameters fit Data set 2 well, because the density distribution is similar for the two data sets. However, for Data set 3 a reliable filtering result is obtained when $k = 6$ and $R_n = 0.1$ m, because the point-cloud density is less that in Data sets 1 and 2.

After $k$ and $R_n$ are determined, we can discuss the filtering results in more detail. As Figure 14 shows, most of the dispersed noise is eliminated, with a few road markings affected, using an adaptive spatial density filter based on the density distribution of point clouds. The filtering results of the comparative study are seen in Figure 15, which shows less noise.
Figure 14. Adaptive spatial density filtering results for Data set 1, 2, and 3. (a1, b1, c1) Road-marking extraction results, (a2, b2, c2) adaptive spatial density filtering results.

Figure 15. Filtering results for Data sets 1, 2, and 3 using different methods. (a1, b1, c1) Our proposed method, (a2, b2, c2) spatial density filtering method using a fixed density threshold.
using our proposed filtering method than a method with a fixed density threshold. The four indices already mentioned are computed to quantitatively evaluate the filtering results.

From Table 2, we can see that most indicators are higher using our method than a traditional fixed spatial density threshold method. These quantitative results show that our proposed adaptive spatial density filter has reliable performance in eliminating noise and retaining road markings compared to the traditional method.

Table 2. Quantitative assessment of filtering results.

<table>
<thead>
<tr>
<th>Method</th>
<th>Data Set</th>
<th>$F$ Measure</th>
<th>Denoising Ratio</th>
<th>Completeness</th>
<th>Correctness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>0.943</td>
<td>0.761</td>
<td>0.926</td>
<td>0.961</td>
</tr>
<tr>
<td>Ours</td>
<td>2</td>
<td>0.875</td>
<td>0.785</td>
<td>0.803</td>
<td>0.961</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.745</td>
<td>0.424</td>
<td>0.751</td>
<td>0.740</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.854</td>
<td>0.657</td>
<td>0.827</td>
<td>0.887</td>
</tr>
<tr>
<td>Fixed density threshold</td>
<td>1</td>
<td>0.926</td>
<td>0.501</td>
<td>0.930</td>
<td>0.922</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.866</td>
<td>0.780</td>
<td>0.790</td>
<td>0.959</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.718</td>
<td>0.435</td>
<td>0.705</td>
<td>0.731</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.837</td>
<td>0.572</td>
<td>0.808</td>
<td>0.871</td>
</tr>
</tbody>
</table>

Conclusions

Because the characteristics of point clouds themselves are ignored in most cases, current road-marking extraction methods have poor adaptability and robustness, especially for uneven point-cloud data. This study developed a simple and robust double adaptive intensity-threshold method to extract road markings from road-surface point clouds. We divided the road-surface point clouds into three categories (low, medium, high) according to reflection intensity and proposed a new strategy to extract road markings by removing low-reflection-intensity point clouds first. Moreover, an adaptive spatial density filter was used to eliminate false road-marking points based on the uneven density distribution of point clouds after road markings were extracted. Finally, we used data sets acquired by a RIEGL VMX-450 mobile lidar system to validate our road-marking extraction method. In quantitative evaluation, the proposed method achieved an average completeness, correctness, and $F$ measure of 0.827, 0.887, and 0.854, respectively, for the three data sets. Comparative studies demonstrated that the proposed method performs more reliably than two other methods. Our method provides an alternative solution for extracting road information and constructing 3D HD maps.
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Estimating Regional Soil Moisture with Synergistic Use of AMSR2 and MODIS Images

Majid Rahimzadegan, Arash Davari, and Ali Sayadi

Abstract
Soil moisture content (SMC), product of Advanced Microwave Scanning Radiometer 2 (AMSR2), is not at an adequate level of accuracy on a regional scale. The aim of this study is to introduce a simple method to estimate SMC while synergistically using AMSR2 and Moderate Resolution Imaging Spectroradiometer (MODIS) measurements with a higher accuracy on a regional scale. Two MODIS products, including daily reflectance (MYD09A1) and nighttime land surface temperature (LST) products were used. In 2015, 1442 in situ SMC measurements from six stations in Iran were used as ground-truth data. Twenty models were evaluated using combinations of polarization index (PI), index of soil wetness (ISW), normalized difference vegetation index (NDVI), and LST. The model revealed the best results using a quadratic combination of PI and ISW, a linear form of LST, and a constant value. The overall correlation coefficient, root-mean-square error, and mean absolute error were 0.59, 4.62%, and 3.01%, respectively.

Introduction
Soil moisture content (SMC) has a lot of applications in short-term weather prediction (Drusch 2007), hydrological research (Al Bitar et al. 2012), drought monitoring (Choi et al. 2013), and climate changes studies (Al Bitar et al. 2012; Koster et al. 2004; Wu et al. 2016). Hence, continuous spatiotemporal SMC data sets are of utmost importance (Robock et al. 2000). Common in situ measurements are performed with lots of time and cost only at certain stations, in which the stations are not sufficient neither in number nor in distribution. Therefore, using a method to estimate SMC with high quality and low cost is of great importance. In this regard, remote sensing SMC estimations can be helpful. Remote sensing SMC estimation methods based on the used electromagnetic wavelength can be categorized into optical methods, microwave methods, and synergistic methods. A summary of the literature of SMC remote sensing methods along with a summary of their advantages and disadvantages are represented in Table 1 (see next page).

In the optical wavelength range, some studies on SMC extraction were performed (Table 1). For instance, Liu et al. (2009) developed a new SMC estimation method to calculate a quantitative relationship between soil reflectance and moisture of black soils in northeast China, and by so doing, they proved that the soil moisture can be estimated from soil reflectance in the black soil region. Gao et al. (2013) estimated SMC with soil with red and near-infrared band reflectance values from Landsat images over vegetation cover in Beijing, China. They used a linear decomposition algorithm of a mixture of pixels to derive soil reflectance. Afterwards, they acquired relationships between SMC and soil reflectance values in the red and near-infrared bands. They evaluated the acquired SMC in Walnut Creek, Calif., which showed the correlation coefficient of more than 0.80. Qin et al. (2013) developed an upscaling algorithm using extracted apparent thermal inertia (ATI) from Moderate Resolution Imaging Spectroradiometer (MODIS) in the central Tibetan Plateau. They upscaled area-averaged SMC using Bayesian linear regression applied to in situ measurements as independent variables. The evaluation results using a network of in situ moisture sensors showed that the root-mean-square error (RMSE) was reduced from 0.023 m$^3$/m$^3$ to 0.013 m$^3$/m$^3$ after upscaling. Similarly, Soliman et al. (2013) and Lei et al. (2014) used ATI to extract SMC on a local scale, which proved the performance of ATI in estimating SMC.

Moreover, regarding the passive microwave wavelength range, various investigations proved that the SMC could be retrieved by passive microwave measurements (Bolten et al. 2010). Initial studies about the algorithms of extracting SMC from microwave measurements were performed with experimental research using airborne (Ulaby et al. 1983) and ground-based microwave radiometers (Maeda and Taniguchi 2013). The major challenge in microwave remote sensing of SMC is the prominent amount of errors in estimations around coastlines and salty soils. Singh and Srivastav (1990) recommended L-band satellite radiometers for detection of waterlogged and saline soils. Njoku and Entekhabi (1996) showed that microwave measurements were largely unaffected by cloud cover and variable surface solar illuminations. Davinport et al. (2008) investigated the heterogeneity effect on SMC derived from passive microwave observations. They proved that the different microwave frequencies have various sensitivities to each material. Calvet et al. (2011) found that microwave L-band has the least error in the estimation of soil moisture and vegetation water content. The Soil Moisture and Ocean Salinity (SMOS) sensor provides a new opportunity for deriving SMC using microwave L-band. Al Bitar et al. (2012) evaluated SMOS SMC product all over the North American continent using Soil Climate Analysis Network (SCAN)/SNOWpack TELometry (SNOTEL) in situ data in 2010. Results showed underestimation of SMOS SMC compared to in situ measurements with an error about 0.04 m$^3$/m$^3$.

The Advanced Microwave Scanning Radiometer 2 (AMSR2) has provided SMC with 10 km spatial resolution by using microwave bands since 2012. An advantage of AMSR2 is the low effect of sunlight, clouds, and dust on measurements (Merrick and Rahimzadeh 2017b). SMC product derived from AMSR2 Japan Aerospace Exploration Agency (JAXA) algorithm was evaluated by Wu et al. (2016) within a three-year period (July 2012 to June 2015) in the United States. Evaluation was made by 598 in situ soil moisture data sets from the International Soil Moisture Network. The results showed that AMSR2 product underestimated soil moisture.
Table 1. Summary of the different remote sensing estimation methods of soil moisture content as well as their advantages and disadvantages.

<table>
<thead>
<tr>
<th>Wavelength Range</th>
<th>Methods</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Spatial Scale</th>
<th>Sample Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Optical</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflectance-based methods</td>
<td>10 m to 500 m spatial resolution, multiple satellites are available, hyperspectral sensors are promising</td>
<td>Improper performance to estimate SMC in dense vegetation cover, not applicable in cloudy conditions and at nighttime, improper temporal resolution</td>
<td>Catchment scale, local scale, regional scale</td>
<td>Liu et al. (2009), Gao et al. (2013)</td>
<td></td>
</tr>
<tr>
<td>Thermal infrared-based methods</td>
<td>100 m to 1 km spatial resolution, multiple satellites available, methods relating SMC to thermal inertia are promising</td>
<td>Improper performance to estimate SMC in dense vegetation cover, not applicable in cloudy conditions, improper temporal resolution</td>
<td>Local scale, regional scale, global scale</td>
<td>Qin et al. (2013), Soliman et al. (2013), Lei et al. (2014)</td>
<td></td>
</tr>
<tr>
<td><strong>Passive Microwave</strong></td>
<td>Various methods</td>
<td>Promising results in SMC estimation particularly over bare soil surfaces, use not limited by clouds and/or daytime conditions, high temporal resolution</td>
<td>10 km to 50 km spatial resolution, SMC retrieval is influenced by vegetation cover and surface roughness</td>
<td>Local scale, regional scale, global scale</td>
<td>de Jeu et al. (2014)</td>
</tr>
<tr>
<td><strong>Active Microwave</strong></td>
<td>Various methods (empirical, semi-empirical, physically-based)</td>
<td>1 m to 1 km spatial resolution, use not limited by clouds and/or daytime conditions</td>
<td>SMC retrieval is influenced by surface roughness and vegetation cover, improper temporal resolution</td>
<td>Catchment scale, local scale</td>
<td>Callens et al. (2006), Al-Bakri et al. (2014), Panciera et al. (2014), Vereecken et al. (2014)</td>
</tr>
<tr>
<td>Optical and thermal infrared</td>
<td>10 m to 1 km spatial resolution, a multiplicity of satellites are available, simple, and straightforward implementation</td>
<td>Most of methods are empirical, limited to cloud-free and daytime conditions, improper temporal resolution, low penetration depth</td>
<td>Catchment scale, local scale, regional scale</td>
<td>Wang et al. (2007), Holzman et al. (2014), Zhang et al. (2014)</td>
<td></td>
</tr>
<tr>
<td><strong>Synergistic Methods</strong></td>
<td>Active and passive MW</td>
<td>Combining the high spatial resolution images of active MW with the lower resolution images of passive MW, improved temporal resolution and SMC retrieval</td>
<td>SMC scaling and validation needs caution, different SMC measurement depths</td>
<td>Catchment scale, local scale, regional scale</td>
<td>Lee and Anagnostou (2004), Narayan et al. (2006)</td>
</tr>
<tr>
<td>MW and optical</td>
<td>Vegetation and surface roughness effects can be minimized, promising in SMC retrievals</td>
<td>SMC scaling and validation needs caution, different SMC measurement depths</td>
<td>Catchment scale, local scale, regional scale, global scale</td>
<td>Chauhan et al. 2003, Choi and Hur 2012, Mattar et al. 2012, Qu et al. 2021</td>
<td></td>
</tr>
</tbody>
</table>

SMC = soil moisture content; MW = microwave.

Active microwave measurements were also used in some studies to extract SMC (Table 1). Al-Bakri et al. (2014) evaluated the performance of empirical and semi-empirical models to extract SMC from the RADARSAT-2 data over the Yarmouk basin in Jordan. They showed the spatial agreement of 55% to 65% between SMC maps in which the maps were reclassified based on intervals of 5% SMC for both models. Some other researchers such as Callens et al. (2006), Panciera et al. (2014), and Vereecken et al. (2014) studied the performance of the radar data on a local scale.

The satellite measurement in various wavelength ranges were synergistically used to extract SMC by some researchers, which include using satellite measurements in the wavelength ranges of: (1) optical and thermal infrared (Holzman et al. 2014; Wang et al. 2007; Zhang et al. 2014), (2) active and passive microwave (Lee and Anagnostou 2004; Liu et al. 2009; Narayan et al. 2006), and (3) microwave and optical (Zhao and Li 2013).

Numerous studies were performed using a combination of passive microwave and optical data to minimize the errors due to environmental conditions in an SMC estimation. Chauhan et al. (2003) investigated an approach to estimate SMC at high resolution using satellite microwave data from the Special Sensor Microwave Imager and optical/infrared data from Advanced Very High Resolution Radiometer. They used universal triangle approach to disaggregate microwave SMC into high resolution SMC in conjunction with high-resolution normalized difference vegetation index (NDVI), surface albedo, and land surface temperature (LST). Their results showed that the predicted SMC at high resolution was in a good agreement with low resolution results. Mattar et al. (2012) introduced a method to correct the effect of vegetation in the SMC estimation of L-band passive microwave observations. They used a semi-empirical relationship between SMC and the effect of the vegetation optical depth, which was modeled using the NDVI. They proved that NDVI is useful for the estimation of SMC through the semi-empirical regressions. Choi and Hur (2012) developed a synergistic approach to disaggregate the Advanced Microwave Scanning Radiometer—Earth Observing System (AMSR-E) SMC from 25 to 1 km spatial resolution using MODIS data. Their results showed that the synergistic method is a feasible method to improve the spatial distributions of AMSR-E SMC products. Qu et al. (2021) compared several SMC downscaling methods based on polynomial fitting, physical model, machine learning, and geostatistics over the Qinghai-Tibet plateau. The results proved that the method based on a physical model, which in the case of that study was the disaggregation based on physical and theoretical scale change method, has the best performance to preserve the coarse-scale feature of the original microwave SMC product. When all the effective parameters on SMC algorithm are known, AMSR2 SMC has been estimated from the observed brightness temperatures (TBs) using a radiative transfer model (RTM) in an inverse analysis method, which is known as the
look-up-table (LUT) method (Maeda and Taniguchi 2013). As previous studies indicate, the accuracy of estimated SMC by AMSR2 is relatively low (an RMSE ranging from 5% to 10%), which makes it not useful in practical studies (Wu et al. 2016). The reason for this is the lack of access to vegetation ratio and vegetation water content (VWC) maps at most areas, which results in the lack of access to the LUTs. On the other hand, soil moisture is affected by some other factors such as physical LST, which is not considered in the AMSR2 standard product (Wu et al. 2016). In this regard, synergistic use of other satellite sensors with a higher spatial resolution such as MODIS (spatial resolution of 1 km) along with its products, which are extensively available everywhere, can be useful. Moreover, MODIS can consider the effects of some environmental parameters such as vegetation cover and land surface temperature on SMC. Furthermore, standard SMC estimation of AMSR2 is relatively complicated and produced using LUT data on a global scale, which may not consider regional conditions of a country such Iran with a diverse climatic conditions from semi-arid to semihumid climates. Hence, a new procedure of SMC estimation with better accuracy will be introduced, considering regional considerations. Therefore, the aim of this study is representing a new product of SMC with higher accuracy specifically for semi-arid to semihumid regions in Iran with concurrent use of AMSR2 TB values and MODIS NDVI and LST products, not having been investigated in the previous studies.

Materials and Methods

Study Area

The study area is Iran, located between 44° to 64° eastern longitude and 25° to 40° northern latitude (Figure 1). Iran is situated in a semi-arid region in the Middle East. The average precipitation of Iran is 250 mm, that is about one-third of the world’s average (Merrikhpour and Rahimzadegan 2017b). Land cover

![Figure 1. Maps of the (a) land cover map of Iran extracted from Moderate Resolution Imaging Spectroradiometer land cover type MCD12Q1, and (b) digital elevation model of the study area extracted from Shuttle Radar Topography Mission data.](image-url)
map of Iran is shown in Figure 1a based on the International Geosphere Biosphere Programme global vegetation classification scheme (land cover type 1). This land cover map was adopted from MODIS (land cover type MCD12Q1) (Sulla-Menashe and Friedl 2018). Digital elevation model of the study area is presented in Figure 1b, prepared by Shuttle Radar Topography Mission (SRTM) with 30 m resolution acquired in 2007 (USGS XXXX).

**Data Used**

In this study, SMC measurements from 21 stations in the year 2015 were obtained from the Iran meteorological organization. Measurements from 15 stations were excluded due to lack of the recorded SMC measurements (missing days forming over two thirds of the year) and also because of their locations that were amidst and locating in the agricultural field. Measurements in the agricultural field cannot represent the general condition of the study area due to irrigation activities. Eventually, six stations were selected to perform this study, where SMC is measured on bare soil or outside farms. The locations of the selected stations are displayed in Figure 2.

![Figure 2: Locations of in situ measurement stations on 36 GHz channel in vertical polarization of Advanced Microwave Scanning Radiometer 2 brightness temperature image (spatial resolution of approximately 10 km) acquired on 1 August 2015.](image)

In these stations, SMC is measured four times a day at 3:00 A.M., 6:00 A.M., 9:00 A.M., and 3:00 P.M. (local time, Greenwich Mean Time +3:30) in an unsaturated state, by using the time-domain reflectometry 6050X1 TRASE instrument. Since AMSR2 overpass time over the study region is at 5:00 A.M. local time, 3:00 A.M. station measurements were used. Moreover, as AMSR2 measurements can extract SMC near the surface, station measurements at the depth of 0–5 cm were considered. Furthermore, utilizing ground data at 3:00 A.M. can also lead to the reduction of the effect of sunlight, and consequently surface evaporation on surface SMC compared to measurements at the other times. From a total of 1979 SMC in situ measurements at the depth of 0–5 cm, 1442 measurements correspond to the selected AMSR2 images that were considered for this study. The reduction in SMC measurements from 1979 to 1442 was due to the fact that SMC measurements were not performed in some stations at 3:00 A.M., and SMC measurements were available at the other local times. In this study, 60% of the data was randomly selected as the training data. The remaining 40% has been used to validate the results (test data).

**AMSR2 Data Sets**

In this study, the level 2 TBs of AMSR2 on board the Global Change Observation Mission–Water-1 (GCOM-W1) satellite and the AMSR2 SMC product were used. Figure 2 shows a sample track of an AMSR2 TB image regarding the 36 GHz channel in vertical polarization, acquired on 01 August 2015.

364 days of the year of 2015 were dedicated to this study. AMSR2 data was lacking for just one day in 2015 (3 December). AMSR2 data is released with an averaged spatial resolution of 10 km (0.1°). AMSR2 images are acquired two times per day at 1:30 P.M. and 1:30 A.M. (local solar time) in ascending and descending modes, respectively. To reduce the effect of sunlight, nighttime data (descending mode) was used. AMSR2 images can be downloaded from the GCOM-W1 data providing service (JAXA XXXX).

Among TB data, measurements at the frequencies of 10 and 36 GHz with horizontal and vertical polarizations in Kelvin (K) were used in this study. The level 3 AMSR2 TB product is produced for each day by combining all-round image scenes of the earth. Furthermore, the daily AMSR2 surface SMC was another part of the data used in this study, which provides the percentage of soil volumetric water content. The performance of the introduced new product of SMC in this study will be compared with the daily AMSR2 surface SMC to prove the performance of the introduced method.

**MODIS Data Sets**

MODIS was launched on-board Terra and Aqua platforms in 1999 and 2002, respectively (Merrikhpour and Rahimzadegan 2017a). MODIS images include 36 spectral bands, making it capable of providing various information about the atmosphere, land, and ocean (Choi and Hur 2012). Spatial resolution of the MODIS varies from 250 m for bands 1 and 2, through 500 m for bands 3 to 7, and to 1 km for bands 8 to 36 (Peters et al. 2011).

Aqua passes over the study area at 1:30 A.M. and 1:30 P.M. local solar time in descending and ascending modes, respectively. In this study, Aqua products were selected to be used in practice. The daily surface reflectance product of Aqua MODIS (MYD021) was used for calculating required vegetation indices. Moreover, the nighttime Aqua-MODIS LST level-2 product (MYD11-L2) was used to retrieve LST information, which is closest to AMSR2 imaging time (1:30 A.M. local solar time). Wan (2014) proved that the accuracy of MODIS LST of the collection-6 level-2 product, calculated using refined split-window algorithm, was from ±0.6 K to 1.9 K, which is acceptable for this study. In the MYD11-L2 product, clouds are masked by the MODIS science team (Merrikhpour and Rahimzadegan 2017a). The required MODIS images were prepared from the Level-1 and Atmosphere Archive & Distribution System (LAADS) Distributed Active Archive Center (DAAC) database (NASA xxxx).

**AMSR2 SMC Retrieval Algorithm**

The AMSR2 SMC retrieval algorithm was initially introduced by Fujii et al. (2009). It is performed by using the LIR TB and a LUT. This algorithm used 10 and 36 GHz frequency channels to estimate SMC from AMSR2 measurements. As the water content of the vegetation affects the measured TB in AMSR2 images, a method is used to simultaneously extract SMC and VWC. This is accomplished by using polarization index (PI) and index of soil wetness (ISW), which are polarization and frequency differences divided by average values of TBs, respectively. These two indices are calculated as (Maeda and Taniguchi 2013):

\[
\text{PI} = \frac{\text{TB}_{ij} - \text{TB}_{HI,j}}{\frac{1}{2} (\text{TB}_{HH,j} + \text{TB}_{VH,j})}
\]

\[
\text{ISW} = \frac{\text{TB}_{HI,j} - \text{TB}_{HH,j}}{\frac{1}{2} (\text{TB}_{HH,j} + \text{TB}_{HI,j})}
\]
where $\text{TB}_v$ and $\text{TB}_h$ are the $\text{TBs}$ with vertical and horizontal polarizations, respectively. Moreover, subscripts $v$ and $h$ denote high (36 GHz) and low (10 GHz) frequencies, respectively. As the equations of $\text{PI}$ and $\text{ISW}$ show, the normalization equations used in these indices lead to a range of $[-2 \text{ to } 2]$.

Afterwards, the vegetation ratio was estimated using NDVI values (the NDVI values range from 1 to 1). In the AMSR2 products, NDVI values were extracted from the vegetation indices product of MODIS (16-day L3 global 1km V5), generated by the land processes of DAAC (Maeda and Taniguchi 2013). Finally, SMC and VWC were determined using the LUT method. LUTs are results of inverse analysis, which can be used for retrieving SMCs and VWCs from the microwave TBs. These tables are generated for different fractional vegetation covers using RTM simulations (Fujii et al. 2009).

**SMC Estimation Using MODIS NDVI and LST**

Some improvements were made in this study to overcome the problems faced by AMSR2 SMC estimations stated in the “Introduction” section. In this regard, in the context of a new procedure of SMC estimation with better accuracy, NDVI and LST data were used in the modeling processes. NDVI was considered to replace the vegetation cover factor of LUTs in the AMSR2 SMC product. LST was used to involve the effect of the physical temperature of the land on the modeling process. In this regard, mean value of 10×10 pixels of MODIS NDVI and LST product related to each AMSR2 pixel was calculated. These mean values were used as NDVI and LST in the SMC estimation.

In the SMC estimations of this study, five procedures were considered. In the first procedure, just calculated $\text{PI}$ and $\text{ISW}$ were used to determine SMC; in the second one, NDVI was used accompanied by $\text{PI}$ and ISW; in the third procedure, $\text{PI}$ and ISW were used along with LST; and in the fourth procedure, $\text{PI}$ and ISW were used for SMC derivation in the dry season, and the modeling was performed just using dry season data. Finally, the fifth procedure was the same as the fourth procedure despite that the wet season data was used in place of dry season data. Each of these procedures was evaluated by using four different procedures. In total, 20 models (M-1 to M-20) were introduced. These four methods include the combination of linear and quadratic form $\text{PI}$, ISW, NDVI, and LST along with a constant value in the models as summarized in Figure 3 and Table 2. The calculations of parameters of all the models were performed using least squares estimation. Moreover, the spatial accuracy of 0.1 degrees is used to find the corresponding image pixels of the measurements at the observation stations. To do this, soil moisture content estimation of each measurement of the stations was extracted using nearest neighbor method, having been used by the previous studies (de Jeu et al. 2014; Fujii et al. 2009; Merrikhpour and Rahimzadegan 2017b).

![Figure 3. Flowchart of soil moisture content modeling using Advanced Microwave Scanning Radiometer 2 brightness temperature, and Moderate Resolution Imaging Spectroradiometer normalized difference vegetation index and land surface temperature.](image-url)

**Table 2. Implemented procedures and models of this research.**

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Model</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: estimation using NDVI</td>
<td>M-1</td>
<td>$\text{SMC} = \alpha \times \text{PI} + \beta \times \text{ISW}$</td>
</tr>
<tr>
<td>2: estimation using ISW, PI, and NDVI</td>
<td>M-2</td>
<td>$\text{SMC} = \alpha \times \text{PI} + \beta \times \text{ISW} + \gamma$</td>
</tr>
<tr>
<td>3: estimation using ISW, PI, and LST</td>
<td>M-3</td>
<td>$\text{SMC} = \alpha \times \text{PI} + \beta \times \text{ISW} + \gamma \times \text{NDVI}$</td>
</tr>
<tr>
<td>4: estimation of SMC in the dry season</td>
<td>M-4</td>
<td>$\text{SMC} = \alpha \times \text{PI} + \beta \times \text{ISW} + \gamma \times \text{NDVI} + \delta$</td>
</tr>
<tr>
<td>5: estimation of SMC in the wet season</td>
<td>M-5</td>
<td>$\text{SMC} = \alpha \times \text{PI} + \beta \times \text{ISW} + \gamma \times \text{NDVI} + \delta \times \text{LST}$</td>
</tr>
</tbody>
</table>

**MYD0211 products were used to calculate the NDVI and LST information was extracted from the MYD11-L2 product using header information of the image.**

The reason behind separating procedures 4 and 5 into two dry and wet seasons was the independent calculation of the model parameters for the two general conditions of the environment with low and high humidity. In the dry season, rainfall is low, the temperature is high, and the average SMC is less...
than the SMC in the wet season. Differentiation of the two seasons is not definitely possible, because the changes between these two periods take place gradually. However, the 1 to 120 and 300 to 365 Julian days were considered as the wet period and 121 to 299 Julian days as the dry period. Then, a separate model was made for each period. 60% of data was considered as the training set and the remaining as the test set.

**Evaluation Method of SMC Models**

The evaluation process was carried out using three criteria including RMSE, mean absolute error (MAE), and Pearson correlation coefficient (R) as:

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
\]

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| = \frac{1}{n} \sum_{i=1}^{n} |e_i|
\]

\[
R(Y, Y) = \frac{\text{cov}(Y, Y)}{\sigma_Y \sigma_Y} = \frac{E[(Y - \mu_Y)(Y' - \mu_Y)]}{\sigma_Y \sigma_Y}
\]

where \(n\) is the total number of evaluated data; \(\hat{y}_i\) and \(y_i\) are estimated and in situ measured SMC, respectively; \(e_i\) denotes the difference between evaluations and observations; \(E\) refers to expected value; \(\text{cov}\) is covariance; and \(\sigma\) is the standard deviation.

The whole study including programming was made using MATLAB, version x.x software.

**Results and Discussion**

**AMSR2 SMC Evaluation**

Initially, AMSR2 SMC products were evaluated using in situ observations (Table 3). As seen in Table 3, the correlation values vary greatly for different stations. The correlation, RMSE, and MAE values of all the estimated SMC and in situ measurements are 0.25, 7.20%, and 4.85%, respectively. As the range of acquired AMSR2 SMC is approximately between 3% and 22%, those RMSE and MAE values are not acceptable. This means the calculated RMSE value is about 33% to 250% of the SMC values and MAE value is about 62% to 453% of the SMC values, which indicates the weak performance of the AMSR2 product. Moreover, the correlation value is below 0.5, and the fact indicates that AMSR2 SMC cannot be correlated to in situ measurements by a linear equation. Furthermore, the correlation, RMSE, and MAE values vary according to station (Table 3). Figure 4 shows the scatterplots of AMSR2 SMC against in situ measurements for the year 2015 over the selected stations. As it is obvious, the performance of the AMSR2 SMC is different in various stations. Therefore, a method is required to improve the SMC estimation.

<table>
<thead>
<tr>
<th>Station Name</th>
<th>(R)</th>
<th>RMSE (%)</th>
<th>MAE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Darab</td>
<td>0.51</td>
<td>2.92</td>
<td>2.11</td>
</tr>
<tr>
<td>Kheirabad</td>
<td>0.00</td>
<td>9.63</td>
<td>6.99</td>
</tr>
<tr>
<td>Khosroshah</td>
<td>0.33</td>
<td>3.83</td>
<td>2.87</td>
</tr>
<tr>
<td>Zahak</td>
<td>0.44</td>
<td>10.21</td>
<td>7.54</td>
</tr>
<tr>
<td>Farokhshahr</td>
<td>0.24</td>
<td>7.32</td>
<td>4.90</td>
</tr>
<tr>
<td>Oltan</td>
<td>0.08</td>
<td>6.00</td>
<td>4.75</td>
</tr>
<tr>
<td>Overall</td>
<td>0.25</td>
<td>7.20</td>
<td>4.85</td>
</tr>
</tbody>
</table>

\(R\) = Pearson correlation coefficient; RMSE = root-mean-square error; MAE = mean absolute error.

Figure 5 shows an example of satellite and in situ SMC time series for Darab and Khosroshah stations. As shown in the figure, in the Julian days 1 to 90 and 300 to 365, the standard product estimates lower SMC values than in situ data (the graph of AMSR2 SMC has fallen below the observation graph) in both stations. Conversely, in the other Julian days of the time series at Darab and Khosroshah stations, overestimation...
occurs (the graph of AMSR2 SMC has fallen above the observation graph in Figure 5). In the cold and wet seasons there is a considerable difference between estimation and observation. However, despite the relatively large differences between estimated and observed SMC, the algorithm can often detect the peak points properly.

**Procedure 1: SMC Estimation Using Simple ISWPI Model**

The performance of this procedure was evaluated with the combinations of linear and quadratic terms of PI and ISW with constant values (Table 4). In this table, “Case 0” denotes the AMSR2 standard product of soil moisture. The results indicated that the simple index of soil wetness polarization index (ISWPI) model provides no considerable improvement in correlation. In this procedure, despite a slight decrease in the overall RMSE value, MAE increases. From among the models of this procedure, Model 4 (quadratic equation with constant value) has the best results.

**Procedure 2: SMC Estimation Using ISW, PI, and NDVI**

In this procedure, NDVI values were used to consider vegetation cover effects on the estimation of SMC for the brightness temperatures of mixed pixels. NDVI values range from -1 to 1 in this study and those values were used on the days with a clear sky condition (without cloud) for all the four proposed models. This index was linearly added to the simple ISWPI model in the training and test processes (Table 5).

As it can be seen in Table 5, using NDVI did not improve the estimations of the AMSR2 SMC standard product (Case 0). The correlation coefficient in “Case 0” was 0.21, which was not improved in any cases of M-5 to M-8. Moreover, the RMSE and MAE values are not improved remarkably in any of the four proposed models (M-5 to M-8). This can be due to the very large pixels of the AMSR2 image (about 10 km), that

![Figure 5. Soil moisture content values of Advanced Microwave Scanning Radiometer 2 estimation and in situ observation of the year 2015 for stations of (a) Darab and (b) Khosroshah.](image)

**Table 4. Evaluation of models 1 to 4 in procedure 1 (using polarization index and index of soil wetness).**

<table>
<thead>
<tr>
<th>Station Name</th>
<th>Evaluation Criterion</th>
<th>Case 0</th>
<th>M-1</th>
<th>M-2</th>
<th>M-3</th>
<th>M-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Darab</td>
<td>R</td>
<td>0.50</td>
<td>0.12</td>
<td>0.43</td>
<td>0.35</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>2.90</td>
<td>3.15</td>
<td>4.34</td>
<td>3.75</td>
<td>3.88</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>2.09</td>
<td>2.33</td>
<td>3.94</td>
<td>3.23</td>
<td>3.23</td>
</tr>
<tr>
<td>Kheirabad</td>
<td>R</td>
<td>0.03</td>
<td>0.37</td>
<td>0.04</td>
<td>0.30</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>9.64</td>
<td>8.71</td>
<td>7.88</td>
<td>7.45</td>
<td>8.29</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>7.01</td>
<td>6.67</td>
<td>6.98</td>
<td>6.30</td>
<td>7.18</td>
</tr>
<tr>
<td>Khosroshah</td>
<td>R</td>
<td>0.36</td>
<td>0.57</td>
<td>0.29</td>
<td>-0.12</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>3.91</td>
<td>5.27</td>
<td>4.71</td>
<td>5.20</td>
<td>4.32</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>2.89</td>
<td>4,74</td>
<td>4.12</td>
<td>4.54</td>
<td>3.68</td>
</tr>
<tr>
<td>Zahak</td>
<td>R</td>
<td>0.37</td>
<td>0.50</td>
<td>0.45</td>
<td>0.14</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>10.39</td>
<td>9.60</td>
<td>9.84</td>
<td>10.24</td>
<td>9.53</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>7.77</td>
<td>8.61</td>
<td>8.45</td>
<td>8.81</td>
<td>8.05</td>
</tr>
<tr>
<td>Farokhshahr</td>
<td>R</td>
<td>0.25</td>
<td>0.21</td>
<td>0.29</td>
<td>0.39</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>7.06</td>
<td>5.92</td>
<td>5.42</td>
<td>5.21</td>
<td>5.58</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>4.77</td>
<td>4.12</td>
<td>4.18</td>
<td>4.12</td>
<td>4.20</td>
</tr>
<tr>
<td>Oltan</td>
<td>R</td>
<td>0.13</td>
<td>0.14</td>
<td>0.22</td>
<td>0.19</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>5.62</td>
<td>8.33</td>
<td>4.29</td>
<td>6.46</td>
<td>4.12</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>4.56</td>
<td>7.47</td>
<td>3.45</td>
<td>5.43</td>
<td>3.28</td>
</tr>
<tr>
<td>Overall</td>
<td>R</td>
<td>0.24</td>
<td>0.14</td>
<td>0.16</td>
<td>0.11</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>7.17</td>
<td>7.14</td>
<td>6.47</td>
<td>6.69</td>
<td>6.39</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>4.84</td>
<td>5.59</td>
<td>5.25</td>
<td>5.39</td>
<td>5.04</td>
</tr>
</tbody>
</table>

R = Pearson correlation coefficient; RMSE = root-mean-square error; MAE = mean absolute error.
brings an increase to the number of mixed pixels of soil and vegetation cover. Moreover, NDVI cannot consider the background soil effect on the reflected energy to the sensor, and it may have inaccurate values in sparse vegetation cover condition (Alhammadi and Glenn 2008).

**Procedure 3: SMC Estimation Using ISW, PI, and LST**

Similar to the previous procedure, MODIS LST data were used linearly in the models of this procedure and the results were evaluated (Table 6). The initial correlation (AMSR2 product) was 0.46, which increases as 28% in the M-12 and improves to 0.59. Moreover, regarding to the RMSE and MAE values, the highest improvement regarding the errors occurred in this model. Thus, RMSE decreases to 4.62% with an improvement of 16% and MAE decreases to 3.01% with an improvement of 9%.

The M-12 with overall correlation value, RMSE, and MAE of respectively 0.59, 4.62, and 3.01 better performed, which can be due to considering the effect of LST on SMC (Table 6). Then, LST can be a good proxy for some ignored effects of land on the measured brightness temperatures in the PI and ISW values.

**Procedure 4 and 5: Estimation SMC in Dry and Wet Seasons**

As mentioned before, SMC is related with different variables that often change in different seasons and require separate modeling for each season. Then, all variables were used separately for dry and wet seasons. Due to reduction in number of the used data, seasonal study of NDVI and LST was not performed. The results of models compared with the satellite SMC product are presented in Table 7.

The results recommended higher correlation and less error for the dry season. In fact, the AMSR2 algorithm had a much better performance in the dry season compared to the wet season. On average, the correlation of SMC in the dry season was 3.38 times higher than the wet season, and the RMSE and MAE were about a quarter of the wet season. The fourth model of this procedure had the highest improvement in correlation for both seasons. The mean correlation of the M-16 model (wet season) with about a 54% increase, improves from 0.13 to 0.20 and in the M-20 model (dry season) with a 32% increase, this improves from 0.44 to 0.58. Despite the improvements in both seasons, the correlation of the results is still low for the wet season. The results indicate a decrease in RMSE and MAE values in both seasons. M-16 and M-20 recommend the best improvement in error values for dry and wet seasons, respectively.

**Selecting the Best Model**

The comparison between the overall SMC of the proposed models and AMSR2 product recommended that the fourth model in each procedure would provide the best results. In the first procedure, this method used the quadratic equation of PI and ISW accompanied with a constant value. In other procedures, the NDVI and LST variables were added separately, or seasonal modeling was performed.

In Table 8, the correlation and error changes of the quadratic model with constant values in different modeling procedures are compared. The best results are acquired by using LST (M-12) and also in seasonal modeling. Since the dry season model has good results for half of the year, despite its acceptable results, it is not considered as the selected model. Then, M-12 is selected as the best model. This model results in correlation, RMSE, and MAE values of 0.59, 4.62%, and 3.01%, respectively. On the other hand, correlation, RMSE, and MAE values are acquired as, respectively, 0.46, 5.51%, and 3.31% for AMSR2 products of SMC. Hence, M-12 model can improve the correlation, RMSE, and MAE of the standard AMSR2 products of soil moisture as 30.06%, 16.25%, and 9.10%, respectively. Parameters of all of the models are presented in Table 9.

---

Table 5. Evaluation of models 5 to 8 in procedure 2 (using normalized difference vegetation index).

<table>
<thead>
<tr>
<th>Station</th>
<th>Evaluation Criterion</th>
<th>Case 0</th>
<th>M-5</th>
<th>M-6</th>
<th>M-7</th>
<th>M-8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Darab</td>
<td>RMSE (%)</td>
<td>2.72</td>
<td>2.95</td>
<td>3.30</td>
<td>3.12</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>2.09</td>
<td>2.46</td>
<td>3.05</td>
<td>2.78</td>
<td>2.78</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>-0.11</td>
<td>-0.32</td>
<td>-0.10</td>
<td>0.21</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>5.92</td>
<td>6.67</td>
<td>6.10</td>
<td>6.81</td>
<td>7.45</td>
</tr>
<tr>
<td>Kheibarad</td>
<td>RMSE (%)</td>
<td>8.39</td>
<td>8.65</td>
<td>7.63</td>
<td>8.64</td>
<td>9.90</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>5.13</td>
<td>0.10</td>
<td>0.28</td>
<td>-0.23</td>
<td>0.04</td>
</tr>
<tr>
<td>Khosroshah</td>
<td>RMSE (%)</td>
<td>3.26</td>
<td>5.26</td>
<td>3.86</td>
<td>6.14</td>
<td>4.19</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>2.40</td>
<td>4.86</td>
<td>3.37</td>
<td>4.45</td>
<td>2.88</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>0.35</td>
<td>0.66</td>
<td>0.36</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>6.53</td>
<td>7.46</td>
<td>7.57</td>
<td>7.17</td>
<td>7.27</td>
</tr>
<tr>
<td>Farokhshahr</td>
<td>RMSE (%)</td>
<td>5.65</td>
<td>4.75</td>
<td>4.28</td>
<td>4.18</td>
<td>4.09</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>3.89</td>
<td>3.49</td>
<td>3.31</td>
<td>3.24</td>
<td>3.12</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>0.13</td>
<td>-0.07</td>
<td>0.43</td>
<td>0.38</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>4.97</td>
<td>5.39</td>
<td>4.84</td>
<td>5.46</td>
<td>4.52</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>3.83</td>
<td>4.18</td>
<td>3.88</td>
<td>4.57</td>
<td>3.58</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>0.21</td>
<td>0.02</td>
<td>0.06</td>
<td>0.14</td>
<td>0.21</td>
</tr>
<tr>
<td>Overall</td>
<td>RMSE (%)</td>
<td>6.47</td>
<td>6.42</td>
<td>6.09</td>
<td>6.62</td>
<td>6.59</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>4.19</td>
<td>4.92</td>
<td>4.68</td>
<td>4.89</td>
<td>4.65</td>
</tr>
</tbody>
</table>

$R = $ Pearson correlation coefficient; $\text{RMSE} = \text{root-mean-square error}$; MAE = mean absolute error.

Table 6. Evaluation of models 9 to 12 in procedure 3 (using land surface temperature).

<table>
<thead>
<tr>
<th>Station</th>
<th>Evaluation Criterion</th>
<th>Case 0</th>
<th>M-9</th>
<th>M-10</th>
<th>M-11</th>
<th>M-12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Darab</td>
<td>RMSE (%)</td>
<td>0.49</td>
<td>0.77</td>
<td>0.76</td>
<td>0.79</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>2.58</td>
<td>1.89</td>
<td>2.65</td>
<td>2.64</td>
<td>2.30</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>0.12</td>
<td>0.52</td>
<td>0.65</td>
<td>0.69</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>2.03</td>
<td>1.50</td>
<td>2.12</td>
<td>2.01</td>
<td>1.84</td>
</tr>
<tr>
<td>Kheibarad</td>
<td>RMSE (%)</td>
<td>4.71</td>
<td>4.62</td>
<td>3.92</td>
<td>3.84</td>
<td>4.16</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>2.55</td>
<td>2.40</td>
<td>3.00</td>
<td>2.02</td>
<td>3.04</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>0.69</td>
<td>0.67</td>
<td>0.64</td>
<td>0.65</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>1.16</td>
<td>1.24</td>
<td>1.61</td>
<td>1.31</td>
<td>1.44</td>
</tr>
<tr>
<td>Khosroshah</td>
<td>RMSE (%)</td>
<td>1.26</td>
<td>1.61</td>
<td>1.97</td>
<td>1.66</td>
<td>1.85</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>0.49</td>
<td>0.58</td>
<td>0.58</td>
<td>0.51</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>8.44</td>
<td>7.61</td>
<td>7.40</td>
<td>7.50</td>
<td>7.16</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>5.75</td>
<td>6.09</td>
<td>5.06</td>
<td>5.32</td>
<td>4.99</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>0.84</td>
<td>0.74</td>
<td>0.73</td>
<td>0.80</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>3.75</td>
<td>3.04</td>
<td>2.83</td>
<td>2.40</td>
<td>3.08</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>0.04</td>
<td>0.40</td>
<td>0.56</td>
<td>0.40</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>5.60</td>
<td>9.24</td>
<td>5.76</td>
<td>8.16</td>
<td>3.40</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>4.41</td>
<td>8.64</td>
<td>4.97</td>
<td>7.34</td>
<td>2.63</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>0.46</td>
<td>0.38</td>
<td>0.51</td>
<td>0.44</td>
<td>0.59</td>
</tr>
<tr>
<td>Overall</td>
<td>RMSE (%)</td>
<td>5.51</td>
<td>5.52</td>
<td>4.93</td>
<td>5.24</td>
<td>4.62</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>3.31</td>
<td>3.69</td>
<td>3.32</td>
<td>3.37</td>
<td>3.01</td>
</tr>
</tbody>
</table>

$R = $ Pearson correlation coefficient; $\text{RMSE} = \text{root-mean-square error}$; MAE = mean absolute error.
Table 7. Evaluation of Models 13 to 20 in procedures 4 and 5 (seasonal modeling).

<table>
<thead>
<tr>
<th>Station</th>
<th>Evaluation Criterion</th>
<th>Case 0</th>
<th>M-13</th>
<th>M-14</th>
<th>M-15</th>
<th>M-16</th>
<th>Case 0</th>
<th>M-17</th>
<th>M-18</th>
<th>M-19</th>
<th>M-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Darab</td>
<td>RMSE (%)</td>
<td>0.56</td>
<td>0.06</td>
<td>0.37</td>
<td>0.35</td>
<td>0.38</td>
<td>-0.20</td>
<td>-0.31</td>
<td>-0.19</td>
<td>-0.30</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>2.79</td>
<td>2.67</td>
<td>5.08</td>
<td>3.97</td>
<td>4.80</td>
<td>1.23</td>
<td>1.24</td>
<td>2.11</td>
<td>2.51</td>
<td>1.33</td>
</tr>
<tr>
<td>Kheirab</td>
<td>RMSE (%)</td>
<td>1.00</td>
<td>0.27</td>
<td>0.17</td>
<td>0.17</td>
<td>-0.17</td>
<td>0.23</td>
<td>0.03</td>
<td>0.39</td>
<td>0.00</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>12.78</td>
<td>9.25</td>
<td>7.08</td>
<td>6.91</td>
<td>7.17</td>
<td>1.18</td>
<td>1.95</td>
<td>1.43</td>
<td>1.14</td>
<td>1.45</td>
</tr>
<tr>
<td>Khosroshah</td>
<td>RMSE (%)</td>
<td>11.55</td>
<td>8.39</td>
<td>6.58</td>
<td>6.30</td>
<td>6.61</td>
<td>1.05</td>
<td>1.66</td>
<td>1.29</td>
<td>0.93</td>
<td>1.31</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>0.18</td>
<td>0.40</td>
<td>0.22</td>
<td>-0.27</td>
<td>0.25</td>
<td>0.42</td>
<td>0.17</td>
<td>-0.22</td>
<td>-0.10</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>13.72</td>
<td>10.40</td>
<td>11.00</td>
<td>11.52</td>
<td>10.79</td>
<td>3.86</td>
<td>4.47</td>
<td>3.98</td>
<td>3.81</td>
<td>3.69</td>
</tr>
<tr>
<td>Farokhshahr</td>
<td>RMSE (%)</td>
<td>9.99</td>
<td>7.11</td>
<td>5.85</td>
<td>5.74</td>
<td>5.90</td>
<td>1.51</td>
<td>2.77</td>
<td>1.28</td>
<td>1.85</td>
<td>1.77</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>8.31</td>
<td>5.53</td>
<td>4.93</td>
<td>4.92</td>
<td>4.85</td>
<td>1.18</td>
<td>2.32</td>
<td>1.00</td>
<td>1.32</td>
<td>1.56</td>
</tr>
<tr>
<td>Oltan</td>
<td>RMSE (%)</td>
<td>0.08</td>
<td>-0.13</td>
<td>0.01</td>
<td>0.14</td>
<td>0.21</td>
<td>0.23</td>
<td>-0.03</td>
<td>0.34</td>
<td>0.09</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>0.29</td>
<td>0.22</td>
<td>0.28</td>
<td>0.28</td>
<td>-0.20</td>
<td>0.35</td>
<td>-0.07</td>
<td>0.21</td>
<td>-0.12</td>
<td>0.32</td>
</tr>
<tr>
<td>Overall</td>
<td>RMSE (%)</td>
<td>1.31</td>
<td>0.11</td>
<td>0.10</td>
<td>0.05</td>
<td>0.20</td>
<td>0.44</td>
<td>-0.10</td>
<td>0.40</td>
<td>0.02</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>MAE (%)</td>
<td>7.47</td>
<td>6.99</td>
<td>5.88</td>
<td>6.22</td>
<td>5.73</td>
<td>1.85</td>
<td>2.83</td>
<td>1.79</td>
<td>2.22</td>
<td>1.67</td>
</tr>
</tbody>
</table>

$R =$ Pearson correlation coefficient; RMSE = root-mean-square error; MAE = mean absolute error.

Table 8. Comparison of the overall correlation and errors in Advanced Microwave Scanning Radiometer 2 soil moisture content and the best models.

<table>
<thead>
<tr>
<th>R</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMSR2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>quadratic model with constant value</td>
<td>Improvement</td>
<td>AMSR2</td>
</tr>
<tr>
<td>Normal</td>
<td>0.24</td>
<td>0.23</td>
</tr>
<tr>
<td>NDVI</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>LST</td>
<td>0.46</td>
<td>0.59</td>
</tr>
<tr>
<td>Wet</td>
<td>0.13</td>
<td>0.20</td>
</tr>
<tr>
<td>Dry</td>
<td>0.44</td>
<td>0.58</td>
</tr>
</tbody>
</table>

$R =$ Pearson correlation coefficient; RMSE = root-mean-square error; MAE = mean absolute error; AMSR2 = Advanced Microwave Scanning Radiometer 2; NDVI = normalized difference vegetation index; LST = land surface temperature.

Table 9. The acquired parameters of models.

<table>
<thead>
<tr>
<th>Case</th>
<th>Model</th>
<th>PI</th>
<th>PI2</th>
<th>ISW</th>
<th>ISW2</th>
<th>LST</th>
<th>NDVI</th>
<th>Constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>M-1</td>
<td>119.29</td>
<td>3.38</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-2</td>
<td>8.79</td>
<td>-</td>
<td>32.61</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-3</td>
<td>233.76</td>
<td>-1320.48</td>
<td>-46.47</td>
<td>1500.51</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-4</td>
<td>-120.78</td>
<td>820.01</td>
<td>-11.70</td>
<td>516.19</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NDVI</td>
<td>M-5</td>
<td>81.70</td>
<td>-</td>
<td>5.54</td>
<td>-</td>
<td>-</td>
<td>10.94</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-6</td>
<td>21.12</td>
<td>-</td>
<td>41.78</td>
<td>-</td>
<td>-</td>
<td>-0.88</td>
<td>6.41</td>
</tr>
<tr>
<td></td>
<td>M-7</td>
<td>183.88</td>
<td>-1166.62</td>
<td>-89.24</td>
<td>3711.57</td>
<td>-</td>
<td>4.65</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-8</td>
<td>-108.87</td>
<td>624.91</td>
<td>-64.11</td>
<td>2386.15</td>
<td>-</td>
<td>-3.22</td>
<td>12.61</td>
</tr>
<tr>
<td>LST</td>
<td>M-9</td>
<td>91.19</td>
<td>-</td>
<td>75.28</td>
<td>-</td>
<td>-0.17</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-10</td>
<td>17.64</td>
<td>-</td>
<td>88.89</td>
<td>-</td>
<td>-0.29</td>
<td>-</td>
<td>7.27</td>
</tr>
<tr>
<td></td>
<td>M-11</td>
<td>165.95</td>
<td>-878.37</td>
<td>54.71</td>
<td>1975.39</td>
<td>-0.22</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-12</td>
<td>-373.79</td>
<td>2576.53</td>
<td>117.92</td>
<td>-609.59</td>
<td>-0.29</td>
<td>-</td>
<td>19.73</td>
</tr>
<tr>
<td>Wet</td>
<td>M-13</td>
<td>168.83</td>
<td>-</td>
<td>49.14</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-14</td>
<td>23.09</td>
<td>-</td>
<td>7.61</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-15</td>
<td>309.36</td>
<td>-1569.65</td>
<td>-70.16</td>
<td>1203.12</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-16</td>
<td>-54.41</td>
<td>468.79</td>
<td>-7.63</td>
<td>188.55</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Dry</td>
<td>M-17</td>
<td>45.16</td>
<td>-</td>
<td>99.38</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-18</td>
<td>-46.53</td>
<td>-</td>
<td>63.89</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-19</td>
<td>157.15</td>
<td>-1344.58</td>
<td>50.68</td>
<td>1375.39</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-20</td>
<td>-299.57</td>
<td>1842.05</td>
<td>61.56</td>
<td>-548.53</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 6 shows the scatterplots of in situ soil moisture content (SMC) measurements of test (evaluation) data against (a) SMC values of the Advanced Microwave Scanning Radiometer 2 product, and (b) SMC values estimated using M-12.

Figure 6 shows the scatterplots of SMC measurements of test data at the stations against AMSR2 SMC product and model with best performance of this study (M-12). This figure shows that the M12 has a better SMC approximation against in situ measurements and the fitted-line passing through this data is closer to the 1:1 line.

Figure 7 shows the SMC map, which was generated using the M-12 model. As it can be seen in this figure, coastal regions have relatively higher values of SMC. Moreover, the SMC values are not determined in some regions such as northern, central, and eastern regions due to the presence of cloud cover.

Uncertainty Sources
The results showed that in nearly all models, high values of SMC (values in the range of 25% to 40% in some case) were acquired for central deserts of Iran. This is due to the sensitivity of microwave brightness temperature to the saline soils (Merrikhpour and Rahimzadegan 2020). This is one of the uncertainty factors of the models’ outputs. Moreover, this can be due to the lack of SMC measurement stations in these areas. Furthermore, for every image, the oceans, seas, free waters, lakes, and also coastal areas are masked. This masking is due to rapid and very high changes of SMC, which can result in a high grade of error in the models for these areas. Another uncertainty source of this study is the noise in the NDVI and LST data of MODIS data, which can affect the performance of the proposed models of this study. MODIS images may be contaminated by cloud effect, which may decrease applicability of the proposed model. Moreover, atmospheric phenomena such as atmospheric aerosols may contaminate MODIS images and reduce the performance of the proposed model. On the other hand, spatial mismatch in comparing ground station measurements and estimated SMC from AMSR2 data and inhomogeneity of land cover in AMSR2 pixels is another uncertainty source of this study.

Conclusion
The AMSR2 SMC product has some shortcomings, which may render some of its practical applications impossible. Two main shortcomings are low accuracy and complexity of the used model. Thus, the purpose of this study is the evaluation of the AMSR2 SMC product in Iran, and improvement of a model to extract SMC from synergistic use of the AMSR2 TBs and MODIS measurement with an acceptable accuracy.

In this regard, five different procedures, each comprising of four different methods (totaling 20 models) were developed for the SMC estimation. The methods were acquired by the combination of linear, quadratic equations, and a constant value. In the first procedure, SMC estimation was made only by using the PI and ISW. To consider the effect of vegetation on microwave radiation emitted from the soil, the NDVI was linearly applied besides PI and ISW in the second procedure. For the third procedure, the LST was used along with PI and ISW in modeling. In the fourth and fifth procedures, procedure 1 was individually implemented for the wet and dry seasons, respectively. The results proved that the performance of procedure 1 was close to the results of the AMSR2 SMC product with the overall correlation of 0.23, and RMSE and MAE of 6.39% and 5.04%, respectively. For the second procedure, the overall correlation of 0.21, and RMSE and MAE of 6.59% and 4.65% were acquired. These results indicated that the SMC estimation accuracy was not improved by taking into account the NDVI. In the third procedure, the best results were
obtained in the quadratic equation using a combination of \( PI \) and \( ISW \) along with \( LST \), as well as a constant value. These results in the best model showed a correlation of 0.59 and RMSE and MAE values of 4.62% and 3.01%, respectively. Results obtained for the dry season model (fifth procedure) were similar to those of the previous procedure, but since the wet season did not produce satisfactory results, the two last procedures cannot be considered as a general model. By seasonal modeling, the correlation in the wet season was 0.20 and in the dry season it reached 0.58. Finally, a comparison of results of different models indicates that the M-12 model (using \( PI, ISW, \) and \( LST \)) provides the best results as a comprehensive model, since this does not require separate seasonal modeling.

According to the results, it seems that using optical MODIS LST images along with AMSR2 passive microwave data leads to better results in SMC estimation. Therefore, it is possible to use the AMSR2 TBs along with MODIS LST data in a simple equation to improve the accuracy of the soil moisture estimations.
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Optimal Regularization Method Based on the L-Curve for Solving Rational Function Model Parameters
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Abstract
Rational polynomial coefficients in a rational function model (RFM) have high correlation and redundancy, especially in high-order RFMs, which results in ill-posed problems of the normal equation. For this reason, this article presents an optimal regularization method with the L-curve for solving rational polynomial coefficients. This method estimates the rational polynomial coefficients of an RFM using the L-curve and finds the optimal regularization parameter with the minimum mean square error, then solves the parameters of the RFM by the Tikhonov method based on the optimal regularization parameter. The proposed method is validated in both terrain-dependent and terrain-independent cases using Gaofen-1 and aerial images, respectively, and compared with the least-squares method, L-curve method, and generalized cross-validation method. The experimental results demonstrate that the proposed method can solve the RFM parameters effectively, and their accuracy is increased by more than 85% on average relative to the other methods.

Introduction
It is of prime importance to use sensor models to precisely define the mathematical relationship between two-dimensional image space and three-dimensional object space in a remote sensing field (Zhou et al. 2017; Liu et al. 2019). Sensor models fall into two categories (Zhou 2020; Zhou et al. 2021): physical and generic (i.e., rational function models [RFMs]). Physical sensor models are sensor dependent, which increases the difficulty of image processing and application. Conversely, generic sensor models can describe various remote sensing systems in a unified framework due to their independence. There are four generic sensor models defined by the Open GIS Consortium (2004): polynomial, grid interpolation, rational function, and universal image geometry. Investigators have demonstrated that RFMs are more complete and universal than the other models (L. Zhang et al. 2011). An RFM mainly consists of four 3D polynomials that contain numerous correlated terms (Ma et al. 2018; Moghaddam et al. 2018), which are usually used to extract spatial information from an image. An RFM possesses the following characteristics (Tong et al. 2010; Zhou et al. 2016; R. Zhang et al. 2018):
• It is independent of sensor and coordinate systems, and can fit all kinds of physical sensor models well without coordinate conversion.
• Its accuracy is almost the same as that of rigorous physical models in stereo mapping, orthophoto correction, digital elevation model (DEM) extraction, and so on.
• It has superior interpolation properties.

The parameters of an RFM are known as rational polynomial coefficients (RPCs); they can be solved in terrain-indepen dent cases using rigorous sensor models, and in terrain-dependent cases using ground control points (GCPs). Tao and Hu (2001a, 2001b) proposed a direct least-squares method and an iterative least-squares method for solving the parameters of an RFM. D. Li et al. (2006) proposed a linear solution of unknown RFM parameters based on a global DEM. However, in solving high-order RFM parameters, these methods may involve ill-conditioned problems caused by inhomogeneous distribution of GCPs or overparametrization of the RFM; specifically, overparametrization represents superfluous RPCs in the RFM. It is necessary to address these ill-conditioned problems to solve RFM parameters, which is the focus of this article.

Regularization has proven to be the primary approach for solving these ill-conditioned problems, and is suitable for weakening or even eliminating the complex collinearity hazard (C. Li et al. 2017). The Tikhonov regularization method is usually used to mitigate the problem of multicollinearity in linear regression, which commonly occurs in models with large numbers of parameters, and to do so it needs to select an appropriate regularization parameter (Edwards and Stoll 2018). There are many methods to select regularization parameters, which leads to various methods for solving RFM parameters. The common methods for solving RFM parameters are the L-curve and GCV (generalized cross-validation) methods (Hansen and O’Leary 1993). The L-curve method for determining the regularization parameters was first proposed by Hansen (1992). The L-curve is so named for its shape, consisting of a relatively vertical segment and a relatively horizontal line in an ideal setting. The maximum curvature of the corner point in the curve is defined as the regularization parameter. The L-curve method is a well-defined numerical problem, rarely affected by correlated errors. But it is difficult to determine the corner point exactly that has the maximum curvature. So the GCV method was proposed by Golub et al. (1979). The independent variable corresponding to the
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minimum value of the GCV function is the regularization parameter. However, the value in the left part of the GCV function may be too small, which will cause the plot to be too flat and make it difficult to find the correct minimum value.

With this analysis, this article proposes an improved optimal regularization method based on the L-curve to obtain a more stable solution for solving the ill-conditioned problems.

**Optimal Regularization Method Based on the L-Curve**

**Model of Optimal Regularization Method With the L-Curve**

For any type of image, the RFM positive formula (Jabari and Zhang 2016; Wang et al. 2016; Shen et al. 2017) is

\[
\begin{align*}
\mathbf{y}_n &= \frac{P_1(X_n, Y_n, Z_n)}{P_2(X_n, Y_n, Z_n)} \\
\mathbf{x}_n &= \frac{P_3(X_n, Y_n, Z_n)}{P_4(X_n, Y_n, Z_n)}
\end{align*}
\]

where \((Y_n, X_n)\) are pixel coordinates, \((X_n, Y_n, Z_n)\) are the corresponding 3D coordinates in a given geodetic coordinate system, \(n\) is the number of collected points, and \(P(X_n, Y_n, Z_n)\), \(i = (1, 2, 3)\), represents a polynomial equation that is a function of \(X, Y,\) and \(Z\). When a third-order polynomial equation is used, the coefficients of the polynomials \(P_1, P_2, P_3,\) and \(P_4\) are \(a, b, c,\) and \(d_i\) (\(i = 0, ..., 19\)). Therefore, there are 78 unknown RPCs in Equation 1 (default \(d_0 = 1\) and \(d_1 = 1\)), which means that the number of RFM parameters is also 78.

Three different orders of polynomials corresponding to three different denominator configurations are listed in Table 1, which means that different models correspond to different numbers of unknown RFM parameters. Accordingly, different numbers of GCPs are needed to solve the RPCs.

**Table 1. Nine rational function models (Tao and Hu 2001).**

<table>
<thead>
<tr>
<th>Denominator</th>
<th>Number of RPCs</th>
<th>Minimum Number of GCPs</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P_1 = P_4 = 1)</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>(P_1 \neq P_4)</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>(P_3 = P_4)</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>(P_1 = P_4)</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>(P_3 = P_4)</td>
<td>29</td>
<td>15</td>
</tr>
<tr>
<td>(P_1 \neq P_4)</td>
<td>38</td>
<td>19</td>
</tr>
<tr>
<td>(P_1 = P_4)</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>(P_3 = P_4)</td>
<td>59</td>
<td>30</td>
</tr>
<tr>
<td>(P_1 \neq P_4)</td>
<td>78</td>
<td>39</td>
</tr>
</tbody>
</table>

GCP = ground control point; RPC = rational polynomial coefficient.

Equation 1 can be rewritten as observation equations in the form

\[
I = B\mathbf{x} + V
\]

where \(I \in \mathbb{R}^n\) is the vector of observations, \(B \in \mathbb{R}^{nt}\) is the design matrix, \(X \in \mathbb{R}^n\) is the vector of unknown parameters, and \(V \in \mathbb{R}^n\) is the vector of random errors.

When the number of observations is greater than the number of unknown parameters (nzt) and the columns of \(B\) are linearly independent, the unknown parameters \(X\) can be determined by the least-squares solution (Tao and Hu 2001a, 2001b), and a linear solution can be obtained on the basis of a global DEM (Grodecki and Dial 2003; Fraser and Hanley 2005; H. Zhang et al. 2016). However, when \(n\) is less than \(t\) (see Table 1), the matrix \(B\) is rank deficient and its columns are multicollinear, which results in overparameterization, especially in high-order RFM parameters. In this case, serious ill-conditioned problems will occur with the traditional least-squares method.

Therefore, in order to get a more stable and accurate solution under the ill-conditioned equation, Tikhonov regularization (Neumaier 1998; Surmin 2018) is used in this article. Determination of a suitable regularization parameter is an important task in the Tikhonov method. Generally, the L-curve or GCV method is used to determine the regularization parameter, which is either the maximum curvature of the corner of the L-curve or the independent variable corresponding to the minimum value of the GCV function. However, it is difficult to exactly determine the corner of the L-curve and the minimum value of the GCV function, which results in the deviation of regularization parameters obtained by these methods.

With this analysis, an improved optimal regularization method is proposed based on the L-curve to solve an optimal regularization parameter with the minimum mean square error. The process of our method is as follows:

A statistical model for solving Equation 2 can be written as

\[
\begin{align*}
E(I) &= BX \\
D(I) &= \Sigma_i = \sigma_i^2 I
\end{align*}
\]

According to the optimal linear uniformity estimate or the regularization estimate (Cai 2001), the estimates \(\hat{X}\) of \(X\) are

\[
\hat{X} = \left(B^T \Sigma_i^{-1} B + \alpha^2 \Sigma_i^{-1} l\right)^{-1} B^T \Sigma_i^{-1} l
\]

When \(S = \sigma_i^2 I_m\) (where \(m\) is the number of columns in \(B\)),

\[
\hat{X} = \left(B^T \frac{1}{\sigma_0^2} I_m B + \alpha^2 \frac{1}{\sigma_0^2} I_m\right)^{-1} B^T \frac{1}{\sigma_0^2} I_m l
\]

\[
= \left(B^T B + \alpha^2 I_m\right)^{-1} B^T l
\]

The variance estimate is

\[
D(\hat{X}) = \left(B^T B + \alpha^2 I_m\right)^{-1} B^T \Sigma \left(B^T B + \alpha^2 I_m\right)^{-1} B^T l
\]

\[
= \left(B^T B + \alpha^2 I_m\right)^{-1} B^T B \left(B^T B + \alpha^2 I_m\right)^{-1} \sigma_0^2
\]

The mean \(\beta\) of the deviation between the estimated value and the true value is

\[
\beta = E(\hat{X} - X)
\]

\[
= (B^T B + \alpha I_m)^{-1} B^T E(I) - X
\]

\[
= -\alpha^2 (B^T B + \alpha I_m)^{-1} X
\]

Therefore, the mean square error is:

\[
\text{MSE}(\hat{X}) = E[(\hat{X} - X)(\hat{X} - X)^T]
\]

\[
= B^T (\hat{X} + \alpha I_m)^{-1} B
\]

\[
= (B^T B + \alpha I_m)^{-1} B^T B (B^T B + \alpha I_m)^{-1} \sigma_0^2 + \alpha^2 (B^T B + \alpha I_m)^{-1} \Sigma X^T (B^T B + \alpha I_m)^{-1} \sigma_0^2 + \alpha^4 (B^T B + \alpha I_m)^{-1} \Sigma X^T (B^T B + \alpha I_m)^{-1}
\]

In terms of \(\text{MSE}(\hat{X}) = \min \Rightarrow \text{trMSE}(\hat{X}) = \min\), the trace of the minimum mean square error of the estimate of \(X\), the function \(f(\alpha)\) about \(\alpha\) is constructed as follows:

\[
f(\alpha) = \text{tr} (B^T B + \alpha I_m)^{-1} B^T B (B^T B + \alpha I_m)^{-1} \sigma_0^2 + \alpha^2 \text{tr} (B^T B + \alpha I_m)^{-1} \Sigma X^T (B^T B + \alpha I_m)^{-1} \sigma_0^2 + \alpha^4 \text{tr} (B^T B + \alpha I_m)^{-1} \Sigma X^T (B^T B + \alpha I_m)^{-1}
\]

The optimal regularization parameter \(\alpha(\alpha \in (0, 1))\) corresponds to the minimum value of the function \(f(\alpha)\) on the
fitting function. As shown in Equation 9, it is only necessary for us to determine \( \hat{X} \) and the identity weight variance \( \sigma_0^2 \) in solving \( f(\alpha) \), where \( \sigma_0^2 \) can be obtained from \( X \):

\[
\sigma_0^2 = \frac{(B\hat{X} - \hat{l})^T(B\hat{X} - \hat{l})}{n - \text{rank}(B)}
\]  

(10)

with \( X \) replaced by \( \hat{X} (X = \hat{X}) \). Thus, \( \hat{X} \) is important for solving \( \hat{X} \). However, in the ill-posed case, the value of \( f(\alpha) \) will be unstable due to the unstable \( \hat{X} \) (a few elements too large or a few elements too small), which will affect the determination of the minimum value of \( f(\alpha) \). Therefore, we propose an optimal solution of \( \hat{X} \) with the L-curve method as follows.

First, \( \hat{X} \) can be solved by Equation 5:

\[
\hat{X}_{\text{L-curve}} = (B^TB + \alpha_0^2I_{\text{curve}})^{-1}B^Tl
\]  

(11)

where the regularization parameters \( \alpha_0 \) can be obtained by the maximum curvature of the L-curve:

\[
k = \frac{\mu \nu'' - \mu' \nu'}{(\mu^2 + \nu^2)^{3/2}}
\]  

(12)

Second, the value of \( \hat{X} \) is used to obtain \( X \) and \( \sigma_0^2 \), and the optimal regularization parameter is solved by Equation 9.

With this analysis, the \( \hat{X} \) obtained by the L-curve method is more stable for determining the minimum value of \( f(\alpha) \), which ensures the stability and reliability of the solved optimal regularization parameter. Thus, the accuracy of RFM parameters based on the improved optimal regularization method would be significantly increased.

### Analysis and Discussion

In order to further analyze the advantages and disadvantages of the proposed method, a comparison analysis of four methods is depicted in Table 2. It can be analyzed theoretically as follows.

The proposed method has advantages over the least-squares method:

- For the parameters, \( \alpha \) is optimized based on the L-curve method, which can effectively determine the minimum value of the function about with the minimum mean square error, and further obtains the most reliable optimal regularization parameters.
- For the results, even if the \( \hat{X} \) obtained by the L-curve has a slight error, it only causes the value of \( f(\alpha) \) to be slightly larger or smaller overall; it does not affect the determination of extreme points of the function. As a result, \( \alpha \) can be accurately determined.

It has advantages over the GCV method:

- For the parameters, the determination of the minimum value of the function is more reliable and accurate, which ensures the stability and reliability of the optimal regularization parameter \( \alpha \) obtained.
- For the results, the RFM parameters obtained are more stable.

### Experiments and Analysis

The proposed method was validated through both terrain-dependent and terrain-independent solutions. In the terrain-independent solution, the 3D virtual control grid is built based on the parameters of the rigorous imaging model, and the RFM parameters are solved by fitting. This method does not need real GCPs on the Earth’s surface.

In the terrain-dependent solution, well-distributed GCPs are collected—a certain number with uniform distribution can be directly obtained on large-scale digital maps—and the least-squares method is used to solve the unknown parameters.

#### Terrain-Independent Solution

**Data Description**

An aerial image covering Denver, Colorado, was used to validate the proposed method. The aerial image was obtained on 17 April 2000 using an RC30 aerial camera with a focal length of 153.022 mm (Figure 1). The internal and external orientation elements of the camera are shown in Table 3. The scale of aerial image is approximately 1:7200 at an average flight altitude of 1650 m, and the size of aerial image is 17 054×17 054 pixels.

The steps of the terrain-independent solution for validating the proposed method are as follows:

1. Divide an original image with \( m \) rows and \( n \) columns into points on an equal-size grid with image point coordinates \( (x, y) \) (Figure 2).
2. Calculate the elevation difference \( R \) covering the same image extent and then divide \( R \) into \( k \) layers of height \( \text{int}(R/k) \) (Figure 2).

### Table 2. Characteristics of four methods for solving rational function model (RFM) parameters.

<table>
<thead>
<tr>
<th>Method</th>
<th>Key to Determining Regularization Parameter</th>
<th>Advantages</th>
<th>Challenges</th>
<th>Solution Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Least-squares</td>
<td>((B^TB)^{-1}B^Tl)</td>
<td>Intuitive and simple</td>
<td>Solution of high-order RFM parameters is unstable</td>
<td>Unstable</td>
</tr>
<tr>
<td>L-curve</td>
<td>Maximum curvature of curve</td>
<td>Well-defined numerical problem; uninfluenced by correlated errors</td>
<td>Difficult to accurately determine the corner point with maximum curvature</td>
<td>Stable</td>
</tr>
<tr>
<td>Generalized cross-validation</td>
<td>Minimum value of the generalized cross-validation function</td>
<td>Very robust against nonhomogeneity of variance and non-Gaussian errors</td>
<td>Affected by correlated errors; difficult to accurately determine the minimum value of the function</td>
<td>Less stable</td>
</tr>
<tr>
<td>Improved optimal regularization</td>
<td>(\hat{X}_{\text{curve}}) and the minimum value of the function ( f(\alpha) )</td>
<td>More stable and reliable</td>
<td>Calculation is more complicated</td>
<td>More stable</td>
</tr>
</tbody>
</table>
### Table 3. Internal and external orientation elements of the camera.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$</td>
<td>153.022 mm</td>
</tr>
<tr>
<td>$x_0$</td>
<td>0.002 mm</td>
</tr>
<tr>
<td>$y_0$</td>
<td>-0.004 mm</td>
</tr>
<tr>
<td>$X_s$</td>
<td>3 143 040.487 824 465 ft</td>
</tr>
<tr>
<td>$Y_s$</td>
<td>1 696 520.187 562 254 ft</td>
</tr>
<tr>
<td>$Z_s$</td>
<td>9073.690 373 855 898 ft</td>
</tr>
<tr>
<td>$\phi$</td>
<td>1.705 248 003 481 724°</td>
</tr>
<tr>
<td>$\omega$</td>
<td>0.087 068 798 164 338 63°</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>89.024 747 465 774 55°</td>
</tr>
</tbody>
</table>

### Table 4. Rational function model error with the least-squares method versus our method.

<table>
<thead>
<tr>
<th>Polynomial Order</th>
<th>Denominator</th>
<th>Method</th>
<th>X (pixels)</th>
<th>Y (pixels)</th>
<th>Z (pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polynomials</td>
<td></td>
<td></td>
<td>Maximum Residual Error</td>
<td>Mean Square Error</td>
<td>Maximum Residual Error</td>
</tr>
<tr>
<td>1</td>
<td>$P_1 \neq P_4$</td>
<td>Ours Least-squares</td>
<td>2.0099 $\times 10^{-10}$</td>
<td>1.1435 $\times 10^{-10}$</td>
<td>8.1745 $\times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td>$P_1 = P_4$</td>
<td>Ours Least-squares</td>
<td>2.1100 $\times 10^{-10}$</td>
<td>1.1538 $\times 10^{-10}$</td>
<td>8.1855 $\times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td>$P_2 = P_4$</td>
<td>Ours Least-squares</td>
<td>2.0636 $\times 10^{-10}$</td>
<td>1.1446 $\times 10^{-10}$</td>
<td>8.7231 $\times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td>$P_2 = P_4$</td>
<td>Ours Least-squares</td>
<td>2.0736 $\times 10^{-10}$</td>
<td>1.1466 $\times 10^{-10}$</td>
<td>8.7311 $\times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td>$P_2 = P_4 = 1$</td>
<td>Ours Least-squares</td>
<td>3.8025 $\times 10^{-9}$</td>
<td>9.2681 $\times 10^{-10}$</td>
<td>2.9267 $\times 10^{-9}$</td>
</tr>
<tr>
<td></td>
<td>$P_2 = P_4 = 1$</td>
<td>Ours Least-squares</td>
<td>3.8047 $\times 10^{-9}$</td>
<td>9.2783 $\times 10^{-10}$</td>
<td>2.9362 $\times 10^{-9}$</td>
</tr>
<tr>
<td></td>
<td>$P_3 = P_4$</td>
<td>Ours Least-squares</td>
<td>2.1828 $\times 10^{-10}$</td>
<td>1.1692 $\times 10^{-10}$</td>
<td>1.0914 $\times 10^{-10}$</td>
</tr>
<tr>
<td>2</td>
<td>$P_2 = P_4$</td>
<td>Ours Least-squares</td>
<td>2.1282 $\times 10^{-10}$</td>
<td>1.1295 $\times 10^{-10}$</td>
<td>9.0949 $\times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td>$P_2 = P_4$</td>
<td>Ours Least-squares</td>
<td>1.2093 $\times 10^{0}$</td>
<td>1.8671</td>
<td>8.0198</td>
</tr>
<tr>
<td></td>
<td>$P_2 = P_4$</td>
<td>Ours Least-squares</td>
<td>1.2233 $\times 10^{0}$</td>
<td>1.8875</td>
<td>8.0378</td>
</tr>
<tr>
<td></td>
<td>$P_2 = P_4 = 1$</td>
<td>Ours Least-squares</td>
<td>4.5657 $\times 10^{-10}$</td>
<td>1.7356 $\times 10^{-10}$</td>
<td>6.7303 $\times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td>$P_2 = P_4 = 1$</td>
<td>Ours Least-squares</td>
<td>4.5657 $\times 10^{-10}$</td>
<td>1.7356 $\times 10^{-10}$</td>
<td>6.7303 $\times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td>$P_3 = P_4$</td>
<td>Ours Least-squares</td>
<td>2.8558 $\times 10^{-10}$</td>
<td>1.1150 $\times 10^{-10}$</td>
<td>5.0932 $\times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td>$P_3 = P_4$</td>
<td>Ours Least-squares</td>
<td>2.8558 $\times 10^{-10}$</td>
<td>1.1150 $\times 10^{-10}$</td>
<td>5.0932 $\times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td>$P_3 = P_4 = 1$</td>
<td>Ours Least-squares</td>
<td>3.0581 $\times 10^{-9}$</td>
<td>3.6971 $\times 10^{-2}$</td>
<td>1.7212 $\times 10^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$P_3 = P_4 = 1$</td>
<td>Ours Least-squares</td>
<td>3.2541 $\times 10^{-11}$</td>
<td>3.8982 $\times 10^{-2}$</td>
<td>1.9252 $\times 10^{-1}$</td>
</tr>
</tbody>
</table>

--- = no solution.
many elevation layers (10). The least-squares method and the proposed method were applied to solve the RFM parameters. The experimental results are shown in Table 4. As can be observed, the least-squares method is only able to solve low-order RFM parameters, but high-order ones, which is caused by ill-conditioned problems. However, the proposed method can effectively solve high-order RFM parameters with little error.

**Influence of Grid Size on RFM Parameter Accuracy**

In order to verify the stability and influence of the grid size on the accuracy of the RFM parameters in the proposed method, we set five control grid sizes—10×10, 20×20, 30×30, 40×40, and 50×50 pixels—with five elevation layers. Accordingly, check grid sizes were set to 20×20, 40×40, 60×60, 80×80, and 100×100 pixels, with 10 elevation layers.

As can be observed from Table 5 and Figure 3, the residuals remained almost unchanged with increasing control grid size. This demonstrates that the grid size has little impact on the RFM parameter accuracy, with the smallest residual error at 20×20 pixels.

**Terrain-Dependent Solution**

**Data Description**

A Gaofen-1 (GF-1) image of the Yunnan region of China was used to validate the proposed method, with the panchromatic image at 2-m resolution and the multispectral image at 8-m resolution (Figure 4). The panchromatic image was 18 000×18 192 pixels, and the multispectral image was 4500×4548 pixels, corresponding to a ground size of approximately 36×36 km. The processing level of the GF-1 data was Level 1A—i.e., with radiometric correction, and thus an .rpb file.

<table>
<thead>
<tr>
<th>Grid Size (pixels)</th>
<th>x (pixels)</th>
<th>y (pixels)</th>
<th>Plane $\left(\sqrt{x^2 + y^2}\right)$ (pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum Residual Error</td>
<td>Mean Square Error</td>
<td>Maximum Residual Error</td>
</tr>
<tr>
<td>50×50</td>
<td>$7.5534 \times 10^{-10}$</td>
<td>$3.4651 \times 10^{-10}$</td>
<td>$4.2201 \times 10^{-10}$</td>
</tr>
</tbody>
</table>

Figure 4. The Gaofen-1 image: (a) panchromatic, (b) multispectral.
When the RFM parameters are solved by the terrain-dependent solution, the distribution and quantity of GCPs are crucial to the RFM parameter accuracy. The XY-coordinates of 152 GCPs with uniform distribution were collected from Google Earth in the covered image area, and the elevation of each GCP was obtained through DEM interpolation at 30-m ground resolution. The RPCs in the standard .rpb file for the GF-1 panchromatic image were used to compute the pixel coordinates of each GCP, which were taken as true values. Then the pixel coordinates of the panchromatic image were converted into corresponding pixel coordinates of the multispectral image by bilinear transformation. Finally, the geographical coordinates of the 152 GCPs were obtained. The reason for this process is that the resolution of the panchromatic image is higher than that of the multispectral image.

Similarly, appropriate checkpoints were obtained for error analysis. Although the GF-1 image used in the experiment already had RPCs in the .rpb auxiliary file, the vendor provided only the first-order RFM—i.e., ill-conditioned problems for high-order RFMs, such as second or third order, still existed (Table 6). For this reason, the least-squares method was used in the low-order case for solving RFM parameters, and our method was used in the high-order case. In the end, 152 GCPs and 13 checkpoints were selected to evaluate the accuracy of different RFMs (Figure 5, Table 6).

### Influence of Different RFM Conditions on RFM Accuracy

The accuracy of the RFM is evaluated by calculating the residuals of the pixel coordinates relative to the known checkpoints. The maximum residuals in x and y were used to evaluate the accuracy of the RFM.

### Influence of the Number of GCPs on RFM Accuracy

Different numbers of GCPs—40, 60, 80, 100, 120, 140, 160, 180, 200, 300, 400, 500, and 1000—with 40 checkpoints were selected to investigate the effect of the number of GCPs on RFM accuracy (Table 6). The RFM accuracy in the GF-1 image was highest when the denominator of the third-order RFM was used. With different numbers of GCPs, the RFM accuracy changed as shown in Figure 6. Through experiments with 13 groups of GCPs, we found that when the number of GCPs was greater than or equal to 100, the residuals and mean square errors of the checkpoints gradually became stable and the RFM accuracy increased.

### Comparison Analysis

For the terrain-independent solution, the control grid size was set at 20×20 pixels, with five elevation layers; and accordingly, the check grid size was set to 40×40 pixels with 10 elevation layers. We obtained RFM parameters by the L-curve method, the GCV method, and our method when the denominator of the third-order RFM changed. The stability

---

Table 6. Rational function model residuals for the Gaofen-1 image.

<table>
<thead>
<tr>
<th>Polynomial Order</th>
<th>Denominator</th>
<th>x (pixels)</th>
<th>y (pixels)</th>
<th>Plane</th>
<th>Parameter of Regularization</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>P_2 = P_4</td>
<td>4.1575</td>
<td>1.9930</td>
<td>1.2526</td>
<td>Not ill-conditioned</td>
</tr>
<tr>
<td></td>
<td>P_2 = P_4</td>
<td>4.3781</td>
<td>–2.1999</td>
<td>1.5325</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P_2 = P_4 = 1</td>
<td>4.6939</td>
<td>2.2378</td>
<td>1.3631</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>P_2 = P_4</td>
<td>0.2600</td>
<td>0.0825</td>
<td>0.0243</td>
<td>2.6262 × 10^{-7}</td>
</tr>
<tr>
<td></td>
<td>P_2 = P_4</td>
<td>–2.5502</td>
<td>1.2799</td>
<td>0.9806</td>
<td>2.9335 × 10^{-2}</td>
</tr>
<tr>
<td></td>
<td>P_2 = P_4 = 1</td>
<td>4.6267</td>
<td>2.2071</td>
<td>0.1169</td>
<td>4.6268 × 10^{-4}</td>
</tr>
<tr>
<td>3</td>
<td>P_2 = P_4</td>
<td>0.2600</td>
<td>0.0823</td>
<td>0.0198</td>
<td>1.8614 × 10^{-5}</td>
</tr>
<tr>
<td></td>
<td>P_2 = P_4</td>
<td>0.1604</td>
<td>0.0775</td>
<td>0.0330</td>
<td>0.1949 × 10^{-2}</td>
</tr>
<tr>
<td></td>
<td>P_2 = P_4 = 1</td>
<td>0.2061</td>
<td>0.0846</td>
<td>0.0253</td>
<td>0.2087 × 10^{-4}</td>
</tr>
</tbody>
</table>
and accuracy of RFM parameters from the three methods were validated, with results are depicted in Figure 7 and errors shown in Table 7.

As can be seen from Table 7, a few large errors (gross errors) occurred with both the least-squares method and the GCV method. This means that those two methods cannot detect and delete gross errors effectively. The GCV method additionally cannot solve the ill-conditioned equation, due to deviation in determining regularization parameters. The L-curve method and our method, by contrast, can solve the ill-posed problems and thus can obtain stable and highly accurate parameters. The RFM parameters solved by our method had the highest accuracy, an average 85% increase over the traditional L-curve method. This demonstrates that our method can effectively solve ill-conditioned equations.

### Conclusion

This article proposes an improved optimization regularization method with the L-curve based on the solutions of RFM parameters in both terrain-independent and terrain-dependent cases. This method takes the solutions obtained by the L-curve method as the initial value to find the optimal regularization parameter with the minimum mean square error, and then solves the RFM parameters by the Tikhonov method with the optimal regularization parameter. We compared our method with the least-squares, L-curve, and GCV methods. The major innovation of the proposed method is optimizing RPC estimation using the L-curve.

The accuracy of RFM parameters solved using our proposed method is higher than that obtained with the general least-squares, L-curve, and GCV methods. In the terrain-dependent case, the accuracy of the parameters in the third-order RFM is highest out of the nine RFMs we tested when the denominators are not equal (P2 – P4). In the terrain-dependent case, when the number of GCPs exceeds 100, the accuracy of the RFM parameters is significantly improved. However, after that threshold, increasing numbers of GCP do not significantly increase the accuracy of the RFM parameters. The GCV and least-squares method will sometimes be invalid for solving RFM parameters. Moreover, the GCV method cannot solve ill-conditioned problems well due to deviation in determining the regularization parameter.
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Scene-Change Detection Based on Multi-Feature-Fusion Latent Dirichlet Allocation Model for High-Spatial-Resolution Remote Sensing Imagery

Xiaoman Li, Yanfei Zhong, Yu Su, and Richen Ye

Abstract
With the continuous development of high-spatial-resolution ground observation technology, it is now becoming possible to obtain more and more high-resolution images, which provide us with the possibility to understand remote sensing images at the semantic level. Compared with traditional pixel- and object-oriented methods of change detection, scene-change detection can provide us with land use change information at the semantic level, and can thus provide reliable information for urban land use change detection, urban planning, and government management. Most of the current scene-change detection methods are based on the visual-words expression of the bag-of-visual-words model and the single-feature-based latent Dirichlet allocation model. In this article, a scene-change detection method for high-spatial-resolution imagery is proposed based on a multi-feature-fusion latent Dirichlet allocation model. This method combines the spectral, textural, and spatial features of the high-spatial-resolution images, and the final scene expression is realized through the topic features extracted from the more abstract latent Dirichlet allocation model. Post-classification comparison is then used to detect changes in the scene images at different times. A series of experiments demonstrates that, compared with the traditional bag-of-words and topic models, the proposed method can obtain superior scene-change detection results.

Introduction
Scene understanding of remote sensing images refers to the acquisition of the complex semantic information of important scene areas in the images (Q. Zhu et al. 2016; Ni and Wu 2020). Compared with pixel- and object-oriented image expression, scene understanding can make up for the problem of the semantic gap between low-level features and high-level semantic information of remote sensing images (Pang et al. 2019), allowing us to further abstract the image information. Meanwhile, along with the continuous development of high-spatial-resolution (HSR) technology, it is now becoming possible to obtain more and more HSR images, which enables us to interpret image scenes through the spatial-arrangement information and the structural characteristics of the different objects, which can be clearly seen in the high-resolution images (Ni and Wu 2020).

Scene classification is an important task in scene understanding. At first, most scene-classification methods mainly focused on the use of low-level features, such as color, texture, and shape, to build the scene-classification model, and then used a classifier to derive high-level information. Although this low-level feature-based approach does not require any external knowledge, its lack of mid-level semantic representation means that it has poor generalization capabilities. To overcome the semantic gap between low-level visual features and high-level semantics, methods of modeling scene semantics based on the mid-level features have attracted widespread attention, in both semantic objective-based expression and semantic visual-words-based expression. The semantic objective-based description method needs to effectively recognize the various targets in the scene. When the recognition accuracy is insufficient, the subsequent classification accuracy will be reduced. As a result, generalized mid-level representation methods, which directly learn scene content from the images, have been the subject of more attention. The bag-of-visual-words (BOVW) model (Sivic and Zisserman 2003) is one representative method. It evolved from the bag-of-words (BOW) model, which was first applied in the field of text analysis. It first extracts the low-level manual features of the image, which are called visual words, and learns bases from them through dictionary learning (Zhong et al. 2017). Then, based on mid-level feature coding, the low-level features of the region are mapped to the dictionary. Finally, the spatial-layout statistics are obtained through pooling or another method to obtain the final mid-level feature expression. The BOVW model can achieve better recognition in scene understanding, but it faces the problem of high-dimensional expression of the mid-level features of the scene, which reduces the storage efficiency and transmission efficiency of the scene expression. Therefore, semantic attribute-based topic models, such as probabilistic latent semantic analysis (PLSA; Hofmann 2001) and latent Dirichlet allocation (LDA; Blei et al. 2003), have been proposed to further abstract the visual words.

The topic model learns a few topics from the mid-level features that express the scene through probability and statistics...
theory, and at the same time obtains the distribution of the scene on the topic as the topic features of the scene to achieve scene modeling (V duva et al. 2013). Since the number of topics acquired based on the probabilistic topic model is small, the topic feature dimension describing the scene is also relatively small, which has the effect of reducing the dimension of the scene-expression features compared to the BOVW model. However, the existing designs of both BOVW and topic models are based on single-feature extraction, and in some complex scene-classification tasks, the expressive ability of topic models based on a single feature is still limited. In recent years, scene classification based on deep feature extraction by deep learning has also made great progress. Convolutional neural networks (Li et al. 2017; Cheng et al. 2018; H. Sun et al. 2020), AlexNet (J. Sun et al. 2016), ResNet (Liu et al. 2019), and other deep-learning frameworks have been widely used in scene-classification studies. However, for specific scene-classification problems in certain areas, we need to perform new sample labeling for the model training. At the current time, the large amount of sample data necessary for deep learning is beyond our reach.

Compared to interpreting a single image scene, the implementation of scene-change detection between scene images acquired at different times can allow us to ascertain the land use change in a certain area over a certain period of time, thereby providing effective support for land planning (Bulatov et al. 2019; Wan et al. 2019) and government management (Du et al. 2018). In urban research, urban change detection is a significant supporting technology for sustainable urban development (Shao et al. 2020). To date, most of the research and algorithms for change detection have mainly focused on pixel-based and object-oriented change-detection methods (J. Zhu et al. 2017), such as principal component analysis (Atasever et al. 2016), change vector analysis (Polykretis et al. 2020), multivariate alteration detection (Nielson 2007), and Markov random-field-based methods (Lu et al. 2019). However, studies of scene-change detection are relatively rare, and most of the existing works in multi-class scene-change detection are based on mid-level scene-classification results, which leads to many challenges due to the complexity of the scenes. First of all, scenes are often diverse, particularly for HS (multi-temporal image) scenes. Due to the increase in image spatial resolution, the complexity and changeability of the landscape become more obvious. The same scenes may have different feature distribution patterns, and different scenes may also have certain similarities in their internal structure (L. Li et al. 2012), which can bring much confusion to the scene classification. Second, it should be stressed that these mid-level models are designed for use with a single type of feature. The expression of the scene is more complicated than in traditional pixel- and object-oriented expressions (Li et al. 2017), and the existing feature-extraction methods often cannot fully mine the underlying semantic information of the scenes. These factors bring great difficulties to the development of scene classification and scene-change detection methods for HS imagery. Wu et al. (2016) proposed the first framework for scene-change detection, based on the BOVW model. In this method, the original pixel information and the spectral features are extracted for simple overlying fusion, and the BOVW model is applied to classify the multi-temporal image scenes. Post-classification is then used to obtain the final scene-change detection results. In follow-up work (Wu et al. 2017), because of the lack of temporal correlation in the BOVW scene-change detection framework, the authors took into account the temporal correlation between images in different phases and introduced the idea of kernel slow feature analysis. Then, to make up for the shortcomings of high-dimensional scene expression and the need for prior knowledge in these BOVW-based methods, Du et al. (2018) proposed an unsupervised framework for scene-change detection based on the LDA topic model and multi-variate alteration detection. Most of the existing methods are focused on the high-dimensional BOVW model or the topic model based a strategy of single-feature extraction, and they are unable to fully and effectively take different feature information into consideration. It is therefore logical that a combination of multiple complementary features for the LDA model should be able to make up for the multi-feature research gap and improve the performance of scene classification (Zhao et al. 2016a), as well as the subsequent scene-change detection task.

In the proposed approach, the multi-feature-fusion latent Dirichlet allocation (MFLDA) model is used to fuse multiple image features and extract the topic features of every single scene image to complete the scene expression. On this basis, post-classification change detection between the multi-temporal HS remote sensing images is implemented to obtain the final “from-to” change information. The contributions of this article can be summarized as follows:

- A scene-change detection framework based on MFLDA is proposed. The proposed framework separately extracts spectral, texture, and structural features of the scene images. Based on the LDA model, the topic feature expression of these features is implemented in the topic space, and then the scene-classification results are obtained based on the topic features. Post-classification is then applied to complete the scene-change detection task and obtain the final change information.

- The MFLDA model first relies on the expression of the BOVW model to represent the extracted multiple features of the scene image as multiple 1D histograms. Compared with the expression method of directly using visual words, MFLDA effectively reduces the feature dimensions of the final image expression, to obtain superior scene-classification results. At the same time, it does not need to use a large volume of sample data, as in deep-learning training, and only a small number of samples is required to solve the model parameters, complete the model training process, and perform the classification task.

- The MFLDA model fuses different kinds of features by generating topic spaces for features with different distributions, and then maps the underlying features into the topic space, which has probabilistic significance. Compared with the previous feature-fusion approach of directly superimposing feature vectors, MFLDA is less affected by different feature distributions when fusing multiple local and global features. Thus, the multi-feature-fusion strategy can obtain more useful information in complex urban-scene applications.

The rest of this article is organized as follows. The next section presents the basic methodologies applied in this work. After that, the MFLDA model and the scene-change detection method based on it are described in detail. The following section describes the data sets and data settings used in the experiments, followed by the final change-detection results and an analysis of the sensitivity of the model parameters. Finally, we give our conclusions and the future outlook for scene-change detection.

**Related Methodology**

**BOVW-Based Scene Expression**

The BOW model was proposed by Sivic (Sivic and Zisserman 2003) in the field of text analysis. It assumes that the word order, grammar, syntax, and other factors of a document are ignored, with the document treated instead as just a collection of words. In recent years, some scholars have been influenced by the idea of expressing documents using word frequency and have applied the BOW model to the processing of remote sensing images (Cheng et al. 2013), aiming to
use the statistical frequency of the visual words as the image characteristics to represent the scene information.

The technological process of scene expression based on the BOVW model is shown in Figure 1. BOVW expression of scene images first requires feature extraction, which plays a crucial part in the model expression (Lu et al. 2019). The scene image block obtained by a sampling method such as uniform grid sampling or random sampling on the original scene image is used to achieve low-level expression of the scene through a feature-extraction method. Common means of feature extraction are the gray-level co-occurrence matrix (GLCM; Zheng et al. 2018), the scale-invariant feature transform (SIFT; Sedaghat and Ebadi 2015), and the statistical method based on mean and standard deviation (MeanStd; Lienou et al. 2010). GLCM realizes the texture feature analysis through calculating the spatial correlation between the gray levels of two pixels at a certain distance and direction from each other. SIFT is a local feature descriptor that extracts the structural features by detecting key points in the image. MeanStd is a method of extracting spectral features by calculating the mean and standard deviation of the spectral values of each band.

Dictionary learning is then applied according to the low-level scene feature information obtained from the feature extraction to build the visual dictionary. In the proposed method, the selected training images are used to build the visual dictionary by a clustering method such as k-means clustering (Zhao et al. 2016b). In the feature-coding step, every single scene image patch is encoded with the corresponding visual words based on the final visual dictionary generated by dictionary learning. Finally, all of the scene images are expressed as frequency histograms that show the frequencies of the visual words.

The Latent Dirichlet Allocation (LDA) Model

Although the scene-classification methods based on mid-level feature coding can achieve good recognition in scene understanding, they often face the problem that the mid-level feature dimension of the scene expression is too high. The scene-understanding methods based on the probabilistic topic model can learn a few topics from high-dimensional mid-level features through probability statistics theory, and describe the scene with lower-dimensional topic features (Zang et al. 2015), thereby making up for the shortcomings of the high feature dimensions brought by mid-level feature-coding methods.

Commonly used probabilistic topic models include PLSA and LDA. LDA was developed on the basis of PLSA, but its scalability is greatly enhanced due to its complete probability statistics framework (Blei 2012). In the process of semantic mining via LDA, it is assumed that there is no order problem between the text words or image visual vocabulary—i.e., the semantic mining is considered to have nothing to do with the word order or visual vocabulary. Meanwhile, it is also assumed that the number of potential topics in the text is fixed, and that the topics are independent of each other.

LDA is a kind of generative probabilistic topic model. It is assumed that the scene image set is $D = \{d_i\}_{i=1}^N$, and each image consists of a sequence of $M$ words $w_i = \{w_{i,1}, w_{i,2}, \ldots, w_{i,M}\}$. As shown in the probability model in Figure 2, $\theta$ is the topic distribution of a certain image, $\alpha$ corresponds to the discrete probability value of the topic, $z$ is the topic assignment of the corresponding image, $w$ refers to the observed words, and the hyperparameter $\beta$ is the probability distribution of words about a topic. Based on this probability graph representation, the generative process of LDA can be expressed as follows:

1. Select the $\theta$ of the probability distribution of the subject in the image from the Dirichlet prior distribution.
2. For any $w_i = \{w_{i,1}, w_{i,2}, \ldots, w_{i,M}\}$,
   a. Select $z_{ij}$ that follows the polynomial distribution $z_{ij} \sim \text{Multinomial}(\theta)$.
   b. Select $w_{ij}$ that follows the conditional probability distribution $\rho(w_{ij} | z_{ij}, \beta)$.

Then the likelihood function of the scene image can be written as...
1. Multi-feature extraction and representation. The spectral, structural, and textural features of the scene images are extracted. The multiple features are then expressed as 1D histograms.

2. Training process. Some of the original images are selected as the training images, and then the multi-feature histogram expressions of all the training images are used for training the MFLDA model. The hyperparameter $\beta$ of the MFLDA model and the topic feature expressions of each training image are acquired. These topic features are then used for training the support vector machine (SVM) classifier. To obtain a better result, we run each case 10 times and compute the statistical averages. The connection is thus built among the scene’s multi-feature histograms, topic features, and scene categories.

3. Classification test process. For a multi-feature histogram of a new test scene image, the hyperparameter $\beta$ is used to extract its topic features, which are finally used as the input of the trained SVM classifier to determine the scene labels of the test images.

4. Post-classification scene-change detection. For multi-temporal scene images of a specific research area, the MFLDA model is used to complete the multi-feature expression of the scene images, and then the post-classification change-detection method is applied to obtain the multi-temporal scene-change information.

MFLDA Model Construction and Derivation

The indices that need to be used in the interpretation of the MFLDA model should be first stated. Each scene image is represented by the letter $s$, and the number of images is represented by $i$. The visual words are represented by letter $w$, the final cluster types of visual words are represented by $v$, and the total number of visual words is represented by $V$. The type of feature is represented by $m$, and the total number of features used is denoted by $M$. The topic is denoted by $k$, and thus for the $m$-th feature, the topic number can be denoted as $K_m$ and the visual-word number as $V_m$. The number of visual words corresponding to the $m$-th feature in the $i$-th image is represented by $F_{i,m}$. It is assumed that the scene image set with N images is $S = \{s_i\}_{i=1}^N$. Then for the $m$-th feature, the visual words of the $i$-th scene image $s_i$ can be denoted as $w_{i,m} = \{w_{i,m,1}, w_{i,m,2}, \ldots, w_{i,m,V_m}\}$, $w_{i,m,j} \in C = \{1, 2, \ldots, V\}$.

From this analysis, it can be seen that the core problem of the LDA model is calculating the posterior distribution probability of the hidden variables $\theta$ and $z$ in a specific image with the given hyperparameters. However, due to the coupling of $\theta$ and $\beta$ on the topic, an accurate calculation cannot be performed. In the actual solution process, the variational algorithm and Markov approximations are often used.

LDA has been extensively used in the extraction and interpretation of remote sensing image information. For example, Bratasanu et al. (2011) used it to perform semantic mining of feature combinations to achieve semantic analysis; Lienou et al. (2010) used it in text semantic mining and applied it to the scene classification and semantic annotation of HSR remote sensing imagery; and Bahmanyar et al. (2018) used it with multi-sensor data fusion to complete land cover classification.

The MFLDA-Based Scene-Change Detection Model

When fusing multiple sets of visual words with different types of features, the existing LDA model based on single-feature classification generates only one set of potential topic variables, and uses the same type of probability distribution to model all the visual word sets, which affects its ability to fuse visual words with multiple features. In the proposed MFLDA model, in order to overcome this shortcoming, different potential topic spaces are generated for the different types of features through the same Dirichlet prior, and each scene is represented by the different probability distributions of the potential topic variables—i.e., the topic features. In the fusion process, the weights of the different topic features of each scene are optimized by maximizing the likelihood function of the scene, and multiple types of features are thus effectively fused by fusing the topic features. In addition, since the topic features complete the further description of the visual-word distribution, MFLDA has the ability to reduce the dimension of the feature vector used for HSR scene representation (Zhao et al. 2016a; Zhong et al. 2018).

The overall flowchart of the MFLDA-based scene-change detection model for HSR remote sensing imagery is displayed in Figure 3. There are three main parts in the process: multi-feature extraction and representation, MFLDA expression and scene classification, and post-classification comparison for change detection.

Thus, the specific process of multi-temporal scene image processing based on the MFLDA model can be summarized as follows:

\[
p(w_i \mid \alpha, \beta) = \int p(\theta_i \mid \alpha) \left( \prod_j p(z_{i,j} \mid \theta_i) p(w_{i,j} \mid z_{i,j}, \beta) \right) d\theta_i \tag{1}
\]

Figure 3. Flowchart of scene-change detection based on multi-feature-fusion latent Dirichlet allocation.

Figure 4. Graphical description of the multi-feature-fusion latent Dirichlet allocation model.
To model the multiple features of the scene, the proposed MFLDA model uses the same Dirichlet prior distribution to generate a topic space for each feature in the scene, and maps each feature into the relevant topic space. A graphical description of MFLDA is shown in Figure 4, where and are the hyperparameters of the model, and are the hidden variables, and is the visual words of the scene images. As a probability generation model, the generative process is as follows:

For any scene image ,
1. Select the for each feature from the Dirichlet prior distribution.
2. For any of the images:
   a. Extract a topic from the polynomial distribution 
   b. Extract to obey the conditional probability distribution , where records the probability of each topic generating 

In MFLDA, is the observed variable and are the implicit variables. Therefore, the likelihood function of MFLDA is expressed as

\[ p(w_i | a, \beta) = \int p(\theta_i | a) \left( \prod_{m=1}^{V} \sum_{z_{i,m}} p(z_{i,m} | \theta_i) p(w_{i,m} | z_{i,m}, \beta) \right) d\theta_i \]  

(2)

As in the LDA model, the likelihood function of MFLDA cannot be accurately evaluated because of the coupling of the hidden variables \( \theta \) and \( z \). To this end, the variational expectation-maximization algorithm (Figure 5) is used for the calculation and parameter estimation. By introducing the variation parameters \( \gamma \) and \( \phi \) to cut off the relationship between the hidden variables \( \theta \) and \( z \), an approximate calculation of the likelihood function of the MFLDA model can be realized.

\[ q(\theta_i, z_i | \gamma_i, \phi_i) = q(\theta_i | \gamma_i) \prod_{m=1}^{V} \sum_{z_{i,m}} q(z_{i,m} | \phi_i) \]  

(3)

Using Jensen’s inequality to modify the likelihood function, the lower bound of the MFLDA likelihood function can be obtained as

\[ \log p(w_i | a, \beta) = \log \left( \sum_{q(\theta_i, z_i | \gamma_i, \phi_i)} q(\theta_i, z_i | \gamma_i, \phi_i) \right) \]  

(4)

According to this above representation, we can verify that the difference between the left and right sides of the inequality is the Kullback–Leibler divergence between the variational distribution and the true posterior distribution. Expressing the right side of the inequality as \( L(\gamma, \phi, a, \beta) \), we can obtain

\[ \log p(w_i | a, \beta) = L(\gamma, \phi, a, \beta) + D(q(\theta_i, z_i | \gamma, \phi) \| p(\theta_i, z_i | a, \beta)) \]  

(5)

The variational expectation-maximization method is then used to maximize the lower bound of the variational distribution function on the variational parameters \( \phi \) and \( \gamma \). In step E, the parameters \( \psi_i,m,v,k \) and \( \gamma_i,m,k \) are separated. The restriction of \( \sum_{k=1}^{V} \psi_i,m,v,k = 1 \) is then added to find the optimal variational free parameters:

\[ \psi_i,m,v,k \propto \beta_{m,v,k} \exp \left( \Psi_i,m,v,k \right) \]  

(6)

\[ \gamma_i,m,k = \alpha_{m,k} + \sum_{v=1}^{V} \psi_i,m,v,k \]  

(7)

Through maximization of the lower bound of the log likelihood with respect to \( \gamma_i,m,k \), the update function of the variational Dirichlet variable \( \gamma_i,m,k \) can be obtained. Thus, each image can acquire a group of \( \gamma_i,m,k \), which are finally regarded as the topic features for the scene classification.

In step M, the two variational parameters are fixed and the lower bounds of the model parameters \( a \) and \( \beta \) are maximized. The parameter \( \beta_{m,v,k} \) is then separated from \( L(\gamma, \phi, a, \beta) \), and the following formula obtained:

\[ \beta_{m,v,k} \propto \sum_{i=1}^{N} \sum_{m=1}^{M} \sum_{v=1}^{V} \psi_i,m,v,k \phi_{i,m,v,k} \]  

(8)

\[ \sum_{v=1}^{V} \beta_{m,v,k} = 1 \]  

(9)

When the total likelihood function of all the scene images reaches the maximum value, the estimated values of the LDA model parameters are obtained—i.e., the model parameter \( \beta \) and the topic features \( \gamma_i,m,k \) of each image. The topic features are then inputted into the SVM classifier to obtain the final scene categories. For multi-temporal scene images, the topic-feature expression is performed through the MFLDA model, and then the final classification results for the multi-temporal scene images are acquired.

**Multi-Feature Extraction and Representation**

The understanding of HS remote sensing imagery based on the MFLDA model first requires us to express the multiple features—i.e., texture feature extraction based on GLCM (Zheng et al. 2018), structural feature extraction based on the SIFT operator (Sedaghat and Ebadi 2015), and spectral feature extraction based on MeanStd (Lienou et al. 2010)—in the form of multiple 1D histograms. When the features are locally continuous, such as spectral features and structural features, they can be clustered by a clustering method (such as k-means), and the 1D histogram expression of the scene image can be obtained by counting the frequency of each cluster category in the scene image. When the feature is globally discrete, such as
the texture feature, it can be directly expressed as a 1D histogram of the scene image (Figure 6).

Through counting of the visual words with the same value, the visual words of each type of feature can be transformed into a 1D histogram

\[ f_{i,m} = (f_{i,m,1}, f_{i,m,2}, \ldots, f_{i,m,V}) \]

where \( V \) is the dimension of the 1D histogram as well as the number of the visual words, and \( f_{i,m,v} \) represents the frequency corresponding to the \( v \)-th type of visual word in the histogram.

Multi-feature Fusion and Scene Classification

After the multi-feature extraction and representation, all the types of features are represented as multiple 1D histograms, which are then used to estimate the model parameters of the MFLDA model. Different potential topic spaces are generated...
for the different types of features through the same Dirichlet prior. The topic features $\gamma_{i,m,k}$ with different probability distributions are used to finally represent the scene image, and are inputted to the classifier, such as SVM (Chang and Lin 2011). In the fusion process, the weights of the different topic features of each scene are optimized by maximizing the likelihood function of the scene, and multiple types of features are thus effectively fused by fusing the topic features. The MFLDA-based scene-classification method (Figure 7) is as follows:

1. The training and test images are represented by multiple 1D histograms corresponding to the multiple types of features.

2. The collection of multiple 1D histograms of the training images is used to train the model to obtain the model parameter $\beta$ and topic features $\gamma_{i,m,k}$. The training of the specific classifier (such as SVM) is then completed based on the topic features.

3. In the test process, using the trained MFLDA model, multiple 1D histograms of the test image are used to infer the topic features $\gamma_{i,m,k}$ of the test image. Finally, the trained classifier is applied to classify the topic features obtained from the test images to obtain the corresponding scene-classification labels.

**Post-classification Scene Change Detection**

After the final multi-temporal scene-classification results are obtained through the multi-feature-fusion LDA model, post-classification comparison is used to complete the scene-change detection. Based on the classification results, post-classification comparison is performed to obtain the “from-to” change information of the scenes from different time periods and to obtain the land use change of the study area at the semantic level during the study period.

**Experimental Settings**

**Data-Set Description**

In order to evaluate the performance of the proposed MFLDA-based scene-change detection method, we performed relevant experiments. The first data set was the MtS-WH data set (Figure 8) built by Wu et al. (2016), which was mainly used for verification of the scene-change detection. It is made up of two HSR images covering the Hanyang District of Wuhan, Hubei province, China, from February 2002 and June 2009. It was obtained by the Ikonos sensor, with a spatial resolution of 1 m. The image size is 7200×6000. The large original images were divided using a 150×150 uniform grid, generating 1920 small scene images in each phase. In total, 55.52% and 74.01% of these small scene images were labeled as the ground-truth maps for 2002 and 2009, respectively. There are eight scene categories in the study area: farmland, water, residential, sparse houses, parking, idle, dense houses, and industrial (Figure 9). What needs to be mentioned is that there is no scene category of sparse houses in the image from 2009, so this is indicated by blank space. (For reference maps of the MtS-WH data-set images, see Figure 10.)

The second data set, which we refer to as the Google Earth Wuhan center data set, was made up of two HSR images...
covering the city-center area of Wuhan, Hubei province, China, from June 2010 and June 2018, which were collected from Google Earth (Figure 11). The image size is 15 000×12 000, with a spatial resolution of 0.5 m. In this data set, a 300×300 uniform grid was again applied to divide the large annotated images, generating 2000 small scene images in each phase. In total, 53.7% and 48.05% of these small scene images were labeled as the ground-truth maps for 2010 and 2018, respectively. Twelve scene categories were selected in this study area: bare land, commercial, dense residential, harbor, industrial, medium residential, green land, parking lot, sports, school, sparse residential, and water (Figure 12).

Experimental Settings

In the experiments, for each data set, 80% of the labeled scene images of each phase were randomly selected as training images, and the remaining images were used as the test images. In the feature-extraction stage, the patch size was set to 8×8, keeping an overlap of four pixels. For the continuous MeanStd spectral feature and SIFT structural feature, the k-means method was used for clustering, and the cluster center (the visual dictionary size) was set to 1000. Since the dictionary was learned by randomly selected patches, we ran each case 10 times and computed the statistical averages.

In addition, a series of comparative experiments were set up, including single-feature-based BOVW, PLSA, LDA, and the different fusion strategy of MFLDA. BOVW is the main basis of the multi-level scene expression. PLSA uses the BOW expression to mine the potential semantics of the scene. On the basis of PLSA, LDA develops a complete probability generation model. During the experiments, we also changed the number of topics in the topic model, varying from 50 to 240, to output the scene-classification results. For PLSA, LDA, and MFLDA, the kernel of the SVM classifier utilized a histogram intersection kernel because of its simplicity and good performance in image classification. The penalty parameter of the SVM was optimally set to 300.

Experimental Results and Analysis

Experiment 1: The MtS-WH Data Set

Table 1. Quantitative evaluation of the classification and change-detection results for the MtS-WH data set.

<table>
<thead>
<tr>
<th>Method</th>
<th>2002 OA (%)</th>
<th>2002 kappa (%)</th>
<th>2009 OA (%)</th>
<th>2009 kappa (%)</th>
<th>Change Map OA (%)</th>
<th>Change Map kappa (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wu et al. (2016)</td>
<td>85.65</td>
<td>—</td>
<td>84.03</td>
<td>—</td>
<td>76.43</td>
<td>73.97</td>
</tr>
<tr>
<td>BOVW_mstd</td>
<td>85.46</td>
<td>81.96</td>
<td>83.07</td>
<td>80.78</td>
<td>73.97</td>
<td>65.06</td>
</tr>
<tr>
<td>BOVW_sift</td>
<td>77.68</td>
<td>72.54</td>
<td>79.49</td>
<td>74.43</td>
<td>70.37</td>
<td>62.92</td>
</tr>
<tr>
<td>BOVW_siti</td>
<td>79.98</td>
<td>75.30</td>
<td>80.05</td>
<td>73.02</td>
<td>72.27</td>
<td>64.68</td>
</tr>
<tr>
<td>PLSA_mstd</td>
<td>71.54</td>
<td>64.92</td>
<td>80.86</td>
<td>76.26</td>
<td>63.44</td>
<td>55.06</td>
</tr>
<tr>
<td>PLSA_sift</td>
<td>75.79</td>
<td>70.23</td>
<td>70.68</td>
<td>64.06</td>
<td>65.97</td>
<td>54.47</td>
</tr>
<tr>
<td>PLSA_siti</td>
<td>61.33</td>
<td>50.73</td>
<td>64.80</td>
<td>53.65</td>
<td>65.44</td>
<td>41.00</td>
</tr>
<tr>
<td>LDA_mstd</td>
<td>83.37</td>
<td>79.44</td>
<td>88.45</td>
<td>85.43</td>
<td>76.39</td>
<td>67.33</td>
</tr>
<tr>
<td>LDA_sift</td>
<td>74.70</td>
<td>68.85</td>
<td>75.60</td>
<td>69.76</td>
<td>71.69</td>
<td>65.33</td>
</tr>
<tr>
<td>LDA_siti</td>
<td>77.92</td>
<td>72.80</td>
<td>77.27</td>
<td>71.87</td>
<td>72.03</td>
<td>67.18</td>
</tr>
<tr>
<td>MFLDA_mstd_sift</td>
<td>88.86</td>
<td>86.16</td>
<td>90.11</td>
<td>87.49</td>
<td>78.28</td>
<td>70.42</td>
</tr>
<tr>
<td>MFLDA_mstd_siti</td>
<td>87.31</td>
<td>84.23</td>
<td>90.15</td>
<td>87.52</td>
<td>77.06</td>
<td>69.91</td>
</tr>
<tr>
<td>MFLDA_sift_siti</td>
<td>82.31</td>
<td>78.15</td>
<td>81.34</td>
<td>76.76</td>
<td>73.54</td>
<td>64.98</td>
</tr>
<tr>
<td>MFLDA_mstd_sift_siti</td>
<td>91.03</td>
<td>88.62</td>
<td>92.46</td>
<td>90.40</td>
<td>80.32</td>
<td>71.33</td>
</tr>
</tbody>
</table>

BOVW = bag of visual words; LDA = latent Dirichlet allocation; MFLDA = multi-feature-fusion latent Dirichlet allocation; mstd = MeanStd spectral feature; OA = overall accuracy; PLSA = probabilistic latent semantic analysis; sift = scale-invariant feature transform structural feature; siti = gray-level co-occurrence matrix texture feature.

Figure 11. Google Earth Wuhan center data set images.

Figure 12. Scene categories of the Google Earth Wuhan center data set.
Table 1 provides the quantitative comparison of the classification and change-detection results for the method of Wu et al. (2016), BOVW, PLSA, LDA, and MFLDA. A visual comparison is displayed in Figure 13.

The specific performances of the different features obtained through the single-feature-based BOVW model and topic model were first compared. As can be seen in the quantitative results, the MeanStd spectral feature performs the best in the single-feature-based BOVW and LDA models, and the SIFT structural feature performs the best in the single-feature-based PLSA model. In view of this, the multi-feature-fusion strategy is aimed at attempting to realize the complementary advantages of the different features and realize full extraction of the scene information. From the perspective of the multi-feature-fusion strategy, the multi-feature BOVW framework proposed by Wu et al. (2016) and the proposed MFLDA method are the representative methods that were compared with the single-feature strategy. The multi-feature-fusion BOVW model obtains overall accuracies of 85.65% and 84.03% for the 2002 and 2009 images, respectively, which is better than the optimal accuracy of the single-feature BOVW model, confirming the effectiveness of multi-feature fusion. The proposed MFLDA model also performs better than the single-feature LDA method and the other feature-fusion strategies, with overall accuracies of 91.03% and 92.46% for scene classification in 2002 and 2009, respectively, and 80.32% for scene-change

![Image of maps](image-url)

(I) The scene classification results for the MtS-WH dataset in 2002 ((a)–(e)) and 2009 ((f)–(j)) obtained using the method of Wu et al. (2016), BOVW, PLSA, LDA, and MFLDA.
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(II) The scene change detection results for the MtS-WH dataset obtained using the method of Wu et al. (2016), BOVW, PLSA, LDA, and MFLDA ((a)–(e)).

Figure 13. Classification and change-detection maps for the MtS-WH data set.

Table 2. Transition matrix for the MtS-WH data set with multi-feature-fusion latent Dirichlet allocation.

<table>
<thead>
<tr>
<th></th>
<th>Farmland</th>
<th>Water</th>
<th>Residential</th>
<th>Sparse Houses</th>
<th>Parking</th>
<th>Idle</th>
<th>Dense Houses</th>
<th>Industrial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Farmland</td>
<td>155</td>
<td>23</td>
<td>4</td>
<td>91</td>
<td>0</td>
<td>36</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>Water</td>
<td>30</td>
<td>272</td>
<td>0</td>
<td>8</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Residential</td>
<td>29</td>
<td>13</td>
<td>86</td>
<td>68</td>
<td>1</td>
<td>70</td>
<td>9</td>
<td>29</td>
</tr>
<tr>
<td>Parking</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>5</td>
<td>12</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Idle</td>
<td>74</td>
<td>9</td>
<td>9</td>
<td>66</td>
<td>1</td>
<td>68</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>Dense Houses</td>
<td>3</td>
<td>0</td>
<td>12</td>
<td>23</td>
<td>0</td>
<td>4</td>
<td>82</td>
<td>6</td>
</tr>
<tr>
<td>Industrial</td>
<td>74</td>
<td>1</td>
<td>21</td>
<td>57</td>
<td>13</td>
<td>145</td>
<td>3</td>
<td>171</td>
</tr>
</tbody>
</table>

Table 2 provides the quantitative comparison of the classification and change-detection results for the MtS-WH dataset obtained using the method of Wu et al. (2016), BOVW, PLSA, LDA, and MFLDA.
During the study period from 2002 to 2009, the scene category of sparse houses disappeared and was mainly converted to farmland. Other scene changes focused on the conversion from idle and farmland to industrial, and from farmland to water and residential. The Hanyang District is a typical industrial zone in Wuhan, and thus the obtained scene-change information is consistent with reality. The conclusion also conforms to existing findings in urban research, that building is one of the fastest-changing land use type in cities (Shao et al. 2020).

Finally, the computational efficiency of the HSR image processing is important. Therefore, the calculation cost of the proposed MFLDA model and those of the other methods are compared in Table 3. It can be seen that the single-feature-based BOVW method costs the least computation time, and MFLDA costs the most. Since the LDA model achieves dimensionality reduction through topic features in the processing, it naturally takes more time than the BOVW model. In addition, for the multi-feature-fusion strategies, as the number of features in the fusion increases, the computational efficiency decreases. However, it can be seen that the feature-fusion

Table 4. Quantitative evaluation of the classification and change-detection results for the Google Earth Wuhan center data set.

<table>
<thead>
<tr>
<th>Method</th>
<th>2010 OA (%)</th>
<th>2018 OA (%)</th>
<th>Change Map OA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>kappa (%)</td>
<td>kappa (%)</td>
<td>kappa (%)</td>
</tr>
<tr>
<td>BOVW_mstd</td>
<td>73.92</td>
<td>79.68</td>
<td>62.68</td>
</tr>
<tr>
<td>BOVW_sift</td>
<td>76.57</td>
<td>75.73</td>
<td>65.78</td>
</tr>
<tr>
<td>BOVW_siti</td>
<td>73.63</td>
<td>72.63</td>
<td>64.25</td>
</tr>
<tr>
<td>PLSA_mstd</td>
<td>68.98</td>
<td>74.69</td>
<td>59.57</td>
</tr>
<tr>
<td>PLSA_sift</td>
<td>64.33</td>
<td>75.13</td>
<td>57.16</td>
</tr>
<tr>
<td>PLSA_siti</td>
<td>62.06</td>
<td>69.34</td>
<td>54.59</td>
</tr>
<tr>
<td>LDA_mstd</td>
<td>78.78</td>
<td>80.65</td>
<td>69.39</td>
</tr>
<tr>
<td>LDA_sift</td>
<td>74.47</td>
<td>75.17</td>
<td>65.58</td>
</tr>
<tr>
<td>LDA_siti</td>
<td>70.17</td>
<td>68.46</td>
<td>60.38</td>
</tr>
<tr>
<td>MFLDA_mstd_sift</td>
<td>79.37</td>
<td>81.31</td>
<td>71.59</td>
</tr>
<tr>
<td>MFLDA_mstd_siti</td>
<td>78.55</td>
<td>80.26</td>
<td>70.03</td>
</tr>
<tr>
<td>MFLDA_siti</td>
<td>78.43</td>
<td>80.92</td>
<td>71.23</td>
</tr>
<tr>
<td>MFLDA_mstd_sift_siti</td>
<td>80.18</td>
<td>81.84</td>
<td>72.70</td>
</tr>
</tbody>
</table>

Table 5. Transition matrix for the Google Earth Wuhan center data set with multi-feature-fusion latent Dirichlet allocation.

<table>
<thead>
<tr>
<th></th>
<th>Sports</th>
<th>Dense</th>
<th>Residential</th>
<th>School</th>
<th>Green</th>
<th>Land</th>
<th>Harbor</th>
<th>Industrial</th>
<th>Parking</th>
<th>Lot</th>
<th>Sparse</th>
<th>Residential</th>
<th>Commercial</th>
<th>Medium</th>
<th>Residential</th>
<th>Bare</th>
<th>Land</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sports</td>
<td>8</td>
<td>19</td>
<td>2</td>
<td>4</td>
<td>15</td>
<td>37</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>26</td>
<td>7</td>
<td>66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dense residential</td>
<td>8</td>
<td>95</td>
<td>0</td>
<td>6</td>
<td>12</td>
<td>6</td>
<td>10</td>
<td>19</td>
<td>3</td>
<td>95</td>
<td>27</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residential</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School</td>
<td>27</td>
<td>50</td>
<td>0</td>
<td>18</td>
<td>5</td>
<td>15</td>
<td>30</td>
<td>6</td>
<td>0</td>
<td>19</td>
<td>39</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Green land</td>
<td>6</td>
<td>12</td>
<td>0</td>
<td>4</td>
<td>7</td>
<td>9</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>16</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harbor</td>
<td>2</td>
<td>9</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>11</td>
<td>2</td>
<td>4</td>
<td>11</td>
<td>13</td>
<td>5</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parking lot</td>
<td>1</td>
<td>14</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>6</td>
<td>26</td>
<td>4</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sparse residential</td>
<td>1</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>16</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>29</td>
<td>7</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commercial</td>
<td>2</td>
<td>19</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>12</td>
<td>3</td>
<td>2</td>
<td>8</td>
<td>8</td>
<td>5</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium residential</td>
<td>6</td>
<td>194</td>
<td>0</td>
<td>4</td>
<td>6</td>
<td>77</td>
<td>5</td>
<td>35</td>
<td>8</td>
<td>108</td>
<td>27</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bare land</td>
<td>9</td>
<td>15</td>
<td>1</td>
<td>7</td>
<td>12</td>
<td>24</td>
<td>10</td>
<td>1</td>
<td>2</td>
<td>36</td>
<td>8</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>282</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
strategy of the 1D histogram used in MFLDA makes its processing time less than that of the single-feature-based LDA model in some cases. Therefore, it can be concluded that although the proposed MFLDA process is not the fastest, it is acceptable to take time, considering the accuracy of the results.

**Experiment 2: The Google Earth Wuhan Center Data Set**

Table 4 presents the quantitative comparison of the single-feature-based BOVW, PLSA, LDA, and the proposed MFLDA model. A visual comparison is displayed in Figure 14. In this experiment, as we can see from the comparison of the single-feature-based BOVW and topic model results, the different feature-extraction methods have different optimal expressions in both model and data diversity. At the same time, the MFLDA method again achieves the best performance at both scene classification and change detection.

The transition matrix for the data set is provided in Table 5. The main scene types for the center area of Wuhan are medium residential, dense residential, and water. During the study period from 2010 to 2018, the main scene change was conversion from dense residential to medium residential and commercial. The planned land in the center area of Wuhan is mainly residential and commercial, and with the continuous development of the city, these main land types in the main urban area will likely be constantly converted.

<table>
<thead>
<tr>
<th>Method</th>
<th>2010 (s)</th>
<th>2018 (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOVW_mstd</td>
<td>230.6</td>
<td>257.9</td>
</tr>
<tr>
<td>BOVW_sift</td>
<td>310.1</td>
<td>305.4</td>
</tr>
<tr>
<td>BOVW_siti</td>
<td>205.3</td>
<td>200.8</td>
</tr>
<tr>
<td>PLSA_mstd</td>
<td>558.3</td>
<td>557.2</td>
</tr>
<tr>
<td>PLSA_sift</td>
<td>1335.0</td>
<td>1276.0</td>
</tr>
<tr>
<td>PLSA_siti</td>
<td>938.1</td>
<td>945.9</td>
</tr>
<tr>
<td>LDA_mstd</td>
<td>1733.8</td>
<td>1623.8</td>
</tr>
<tr>
<td>LDA_sift</td>
<td>4095.6</td>
<td>4119.2</td>
</tr>
<tr>
<td>LDA_siti</td>
<td>3056.9</td>
<td>3093.4</td>
</tr>
<tr>
<td>MFLDA_mstd_sift</td>
<td>3760.8</td>
<td>3592.5</td>
</tr>
<tr>
<td>MFLDA_mstd_siti</td>
<td>1723.8</td>
<td>1720.5</td>
</tr>
<tr>
<td>MFLDA_sift_siti</td>
<td>3804.1</td>
<td>3624.7</td>
</tr>
<tr>
<td>MFLDA_mstd_sift_siti</td>
<td>2979.2</td>
<td>2919.8</td>
</tr>
</tbody>
</table>

BOVW = bag of visual words; LDA = latent Dirichlet allocation; MFLDA = multi-feature-fusion latent Dirichlet allocation; mstd = MeanStd spectral feature; PLSA = probabilistic latent semantic analysis; sift = scale-invariant feature transform structural feature; siti = gray-level co-occurrence matrix texture feature.
The calculation costs for the data set are summarized in Table 6. The BOVW method again takes the shortest time. For PLSA, LDA, and MFLDA, some of the feature-fusion strategies in the MFLDA comparison take less time than in PLSA and LDA. Thus, in this experiment, MFLDA obtains a better balance between time cost and accuracy.

**Sensitivity Analysis for the MFLDA Method**

To analyze the sensitivity of the MFLDA scene-classification method to the topic number, we obtained the classification accuracy curves for PLSA, LDA, and MFLDA with the best feature-extraction method for the two data sets by changing the number of topics K (Figures 15 and 16). As the number of topics increases, the classification accuracy curve of MFLDA does not greatly fluctuate, which indicates that the scene classification of MFLDA has a certain robustness. MFLDA generates topic spaces for features with different distributions. The topic features generated through this process have probabilistic meaning and can better realize feature fusion. Therefore, compared with the other multi-feature-fusion methods, the types of features that can be used in MFLDA are not limited to local/global or discrete/continuous, thereby achieving superior classification.

**Conclusions**

In this article, a scene-change detection method based on the multi-feature-fusion latent Dirichlet allocation model has been proposed. This method extracts the spectral, textural, and spatial features of multi-temporal scene images and represents them as 1D histograms. The topic features of the scene are then obtained based on multi-feature topic expression. Finally, the “from-to” change information of the scenes is acquired through post-classification comparison. This method fully utilizes the feature information of the original images and makes up for the drawbacks of the existing single-feature-based methods and the topic-model-based methods of scene-change detection. The method of automatically extracting deep features via deep learning is advantageous for scene classification and scene-change detection. Therefore, in our future work we will further extend our research to consider deep learning, while combining scene-level and pixel-level change detection, to build a pixel-parcel-scene multi-level change-detection framework and further improve scene-change detection performance. Additionally, the scene changes of urban green land can be detected with a combination of HSR imagery and lidar (Zhang and Shao 2021), and the accuracy of urban scene-change detection can be further improved to a certain extent.
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