After more than 15 years of research and writing, the Landsat Legacy Project Team published, in collaboration with the American Society for Photogrammetry and Remote Sensing (ASPRS), a seminal work on the nearly half-century of monitoring the Earth’s lands with Landsat. Born of technologies that evolved from the Second World War, Landsat not only pioneered global land monitoring but in the process drove innovation in digital imaging technologies and encouraged development of global imagery archives. Access to this imagery led to early breakthroughs in natural resources assessments, particularly for agriculture, forestry, and geology. The technical Landsat remote sensing revolution was not simple or straightforward. Early conflicts between civilian and defense satellite remote sensing users gave way to disagreements over whether the Landsat system should be a public service or a private enterprise. The failed attempts to privatize Landsat nearly led to its demise. Only the combined engagement of civilian and defense organizations ultimately saved this pioneer satellite land monitoring program. With the emergence of 21st century Earth system science research, the full value of the Landsat concept and its continuous 45-year global archive has been recognized and embraced. Discussion of Landsat’s future continues but its heritage will not be forgotten.

The pioneering satellite system’s vital history is captured in this notable volume on Landsat’s Enduring Legacy.
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Landsat’s Enduring Legacy
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Order online at www.asprs.org/landsat
ANNOUNCEMENTS

URISA’s Vanguard Cabinet is pleased to announce the results of the 2022 Student and Young Professional Digital Competition. Eligible participants were currently enrolled in a college or university, a recent graduate, or a young or emerging geospatial professional with fewer than five years of experience. The competition was limited to projects that utilize web and mobile platforms, such as ArcGIS Online, Tableau, Mapbox, or Power BI. Projects showcased the visualization functions of these platforms while also demonstrating knowledge and proficiency in spatial analytics, cartographic design, and/or geospatial techniques.

The five finalists selected to present and the titles of their presentations were as follows:

- Naomi Yates, USA/California, Shasta College: “The California Water Crisis”
- Yashi Doshi, CEPT University, Gujarat, India: “A Study Of Installing EV Charging Station In Gandhinagar”
- Ishita Singh, CEPT University, Gujarat, India: “Smart Urban Water Supply System”
- Vinaya Thakur, CEPT University, Ahmedabad India: “Solar Power….Brightening Up Your World”

All presenters were awarded a complimentary one-year URISA membership.

The top three projects were presented by Naomi Yates, Ishita Singh, and Vinaya Thakur. These three individuals will receive a complimentary registration to GIS-Pro 2022 in Boise, Idaho; a $500 stipend for travel; and the opportunity to present their work live during the Lightning Talks session at the conference.

The full recording of the competition can be viewed at this link: https://youtu.be/bqxM_4WZRDw.

The Vanguard Cabinet appreciates the time, effort, and contribution to the geospatial field made by all competition participants. We enthusiastically look forward to following their careers!

The Vanguard Cabinet (VC) is an advisory board made up of passionate, young (35 years of age or younger) geospatial professionals who strive to engage young practitioners, increase their numbers in the organization, and better understand the concerns facing these future leaders of the geospatial community. The VC’s mission is to collaborate with URISA's Board of Directors and URISA committees in creating and promoting programs and policies of benefit to young professionals and to enhance overall innovation, collaboration, networking, and professional development opportunities.

UP42 is collaborating with Trimble to offer automated Trimble® eCognition® software object-based image analysis and change detection solution. The unique, object-based image analysis technology within Trimble eCognition dramatically enhances the accuracy and quality of information extracted from geospatial data. This enables eCognition developers to become UP42 partners, create enriched processing capabilities, and commercialize their algorithms on the UP42 marketplace.

These extensive capabilities allow UP42 partners to extract accurate geospatial information for a wide range of applications, from forestry and land cover sustainability mapping to utility transmission vegetation management and temporal analysis.

“Collaborating with Trimble is a win-win scenario for UP42 and eCognition developers,” said UP42 CEO Sean Wiid. “UP42 partners can leverage eCognition to create automated solutions that extract fully quantified insights from imagery—and then affordably scale them to commercial operations with our cloud infrastructure.”

For current eCognition developers, Wiid explained, “UP42 makes available dozens of machine learning algorithms and a diverse selection of geospatial data on a single platform, where they can be integrated and exploited with flexible workflow capabilities. UP42 encourages these developers to take advantage of a new revenue channel by showcasing their analytics products on our marketplace.”

“The addition of Trimble eCognition to the UP42 platform combines scalable infrastructure, Earth observation data and automated extraction technology to quickly transform data into valued information,” said Tim Lemmon, Marketing Director for Trimble Geospatial.

For more information on accessing eCognition via UP42, please visit contact us at partnerships@up42.com.

EVENTS

Accessing and Analyzing Air Quality Data from Geostationary Satellites October 11, 18, & 25, 2022 10:00-12:00 EDT (UTC-4) This will be a three-part webinar series in partnership with the National Oceanic and Atmospheric Administration (NOAA) and the National Institute Of Environmental Research (NIER, South Korea) on air quality (AQ) data analysis from geostationary satellites. The webinar series will a) provide an overview of geostationary capabilities for monitor-
ing air quality around the world; b) introduce geostationary aerosol datasets from GOES-East, GOES-West, Himawari 8, and the Geostationary Environment Monitoring Spectrometer (GEMS); and 3) present data access and python tools to read and analyze the datasets. ARSET empowers the global community through remote sensing training. appliedsciences.nasa.gov/arset

Part 1: Geostationary AQ Observations and AQ Products from Himawari
- Introduction to air quality observations from geostationary satellites
- Differences and similarities between LEO and GEO observations
- GOES & Himawari true color images and loops - Worldview Exercise
- Tour of P-Tree visualization tool for Himawari-8 data
- Future AQ GEO missions
- Introduction to the Tropospheric Emissions: Monitoring of Pollution (TEMPO) Mission

Part 2: AQ Products from GOES
- Introduction to NOAA’s GEO aerosol products - algorithms & validation
- Dataset details (files, frequency, parameters), access from NOAA’s GOES-R archive on AWS S3
- Python Jupyter notebooks to read, map, and extract aerosol datasets
- Tour of NOAA Aerosol Watch website

Part 3: AQ Products from GEMS
- Introduction to the GEMS mission
- GEMS AQ datasets - algorithms & validation
- GEMS AQ data access
- Python Jupyter notebooks exercise to read, map, and analyze GEMS data

Visit appliedsciences.nasa.gov/arset for more information on this and other ARSET training events.

URISA, in partnership with the Northwest GIS User Group, is pleased to offer comprehensive pre-conference training and workshops during GIS-Pro 2022, taking place October 2-6, 2022. Consider these outstanding opportunities to learn on Sunday and Monday, October 2-3:

Sunday, October 2, 2022
NWGIS Training:
- Introduction to Python Programming (Half-Day)
- Taking Initiative with ArcGIS Hub (Half-Day)
- Getting Started with ArcGIS Arcade (Full-Day)
- Exploring ArcGIS Pro (Half-Day)
- Introduction to ArcGIS Pro Python Tools and Processes Development (Half-Day)

Monday, October 3, 2022
NWGIS Training:
- Introduction To Experience Builder (Half-Day)
- Getting Started with the ArcGIS API for Python (Half-Day)
- Getting Started with the ArcGIS API for javascript 4.x (Full-Day)
- ArcGIS Apps for the Field (Half-Day)
- Automating Map Production with Map Series and Python in ArcGIS Pro (Half-Day)

URISA Certified Workshops:
- Emergency Preparedness for GIS (Half-Day)
- An Overview of Open-Source GIS Software (Full-Day)
- Geospatial Maturity Models (Full-Day)
- GIS Program Management (Full-Day)
- Making Sense out of Social Indices (Full-Day)
- Preparing for GISP Certification (Full-Day)
- Building Community Using Geospatial Tools (Half-Day)

Take some time to learn more about subject matter experts who are instructing and the detailed learning outcomes for each workshop and course. One full-day or half-day URISA Certified Workshop is included with full conference registration. Some of the NWGIS training courses require an additional fee, which are significantly discounted from a normal stand-alone course. Detailed descriptions are posted in the online conference program here: https://gispro2022.sched.com/

Attendance at all courses and workshops, in addition to the conference, earns ample GISP Education Points.

CALENDAR

- 2-6 October, GIS-PRO 2022, Boise, Idaho. For more information, visit https://www.urisa.org/gis-pro.
- 23-27 October, Pecora 22, Denver, Colorado. For more information, visit https://pecora22.org/.
- 31 October - 4 November, URISA GIS Leadership Academy, Santa Rosa, California. For more information, visit www.urisa.org/education-events/urisa-gis-leadership-academy/.
563 Impact of Spatial Configuration of Urban Green Space and Urban Impervious Surface on Land Surface Temperature: A Multi-Grid Perspective
Ya Zhang, Zhenfeng Shao, Xiao Huang, Xiaoxiao Fang, Zifan Zhou, and Yong Li
Urbanization process has a huge impact on vegetation dynamics in urban ecosystems. Ecosystem services provided by urban green space have been increasingly incorporated into city-level measures to address climate change. Understanding the relationship between urban green space (UGS) and urban impervious surface (UIS) as well as land surface temperature (LST) is crucial to the understanding of urban spatial morphology. To better understand the impact of different spatial configurations on the urban heat island effect at different scales, this article constructed the spatial configuration of UIS and UGS on four grids of different scales and explored their relationship with LST in seasonal changes.

573 Long-Term Changes of Land Use and Land Cover in the Yangtze River Basin from 1990–2020 Landsat Data
Junyuan Yao and Shuanggen Jin
Economic development and climate change drive the land use and land cover (LULC) change globally. Annual robust maps of LULC are critical for studying climate change and land–climate interaction. However, the current existing methods for optimizing and expanding the publicly available China land cover data set (CLUD) are limited. In this article, 30-m annual LULC changes are obtained from 1990 to 2020 in the Yangtze River basin (YRB). The results show an overall accuracy rate of 82.66% and better performances on Geo-Wiki test samples when compared to similar products.

583 A Boundary-Based Ground-Point Filtering Method for Photogrammetric Point-Cloud Data
Seyed Mohammad Ayazi and Mohammad SaadatSeresht
Ground-point filtering from point-cloud data is an important process in remote sensing and the photogrammetric map-production line, especially in generating digital elevation models from airborne lidar and aerial photogrammetric point-cloud data. In this article, a new and simple boundary-based method is proposed for ground-point filtering from the photogrammetric point-cloud data.

593 Deep Learning–Based Monitoring Sustainable Decision Support System for Energy Building to Smart Cities with Remote Sensing Techniques
Wang Yue, Changgang Yu, A. Antonidoss, and Anbarasan M
In modern society, energy conservation is an important consideration for sustainability. The availability of energy-efficient infrastructures and utilities depend on the sustainability of smart cities. The big streaming data generated and collected by smart building devices and systems contain useful information that needs to be used to make timely action and better decisions. The ultimate objective of these procedures is to enhance the city’s sustainability and livability. In this article, a deep learning–based sustainable decision support system (DLSSS) has been proposed for energy building in smart cities. This study proposes the integration of the Internet of Things into smart buildings for energy management, utilizing deep learning methods for sensor information decision making. Building a socially advanced environment aims to enhance city services and urban administration for residents in smart cities using remote sensing techniques.

603 Transformer for the Building Segmentation of Urban Remote Sensing
Heqing Zhang, Zhaixin Wang, Jun-feng Song, and Xueyan Li
The automatic extraction of urban buildings based on remote sensing images is important for urban dynamic monitoring, planning, and management. The deep learning has significantly helped improve the accuracy of building extraction. Most remote sensing image segmentation methods are based on convolution neural networks, which comprise encoding and decoding structures. However, the convolution operation cannot learn the remote spatial correlation. Herein we propose the Shift Window Attention of building SWAB-net based on the transformer model to solve the semantic segmentation of building objects.
In satellite images of central Uzbekistan, a large circular cavity stands out amidst fields of sand and dusty plains. It is Muruntau gold mine, one of the world’s largest sources of gold.

On July 22, 2022, the Operational Land Imager (OLI) on Landsat 8 acquired this natural-color image of the mine. Hundreds of trucks and a conveyer system are used to transport ore to nearby processing facilities. Workers then use a process called heap leaching to extract gold and other precious metals.

The mine taps into the Muruntau gold deposit, thought to be one of the largest single gold deposits on Earth. The deposit was discovered in 1958, and mining began in 1967. The pit is now 3.5 kilometers (1.8 miles) wide and 800 meters (2,000 feet) deep. In 2021, the mine produced as much as 3 million ounces (85,000 kilograms) of gold.

According to geologists, gold is near the surface in this area due to a chain of events that spanned many millions of years. Among them: the closure of an ancient ocean, a period of mountain building, intrusions of granite and water into key rock formations, and the onset of movement along nearby faults.

Astronomers are investigating how gold ended up on our planet in the first place. While nuclear fusion within the Sun can synthesize many elements, the process does not produce enough energy to create heavy elements like gold. Some astronomers think that collisions between neutron stars and supernova explosions may have provided that energy.

Any gold on the planet early in Earth’s history would have sunk toward the core, but intense bombardment by meteorites about 4 billion years ago probably stirred things up and pushed small amounts of the metal into the mantle and toward the surface. By one estimate, gold makes up only 0.000004 percent of Earth’s crust. About 80 percent of known gold reserves have already been mined.

To see the entire image, visit https://landsat.visibleearth.nasa.gov/view.php?id=150159.

“Which way is up?” may sound like a really simple question to digital cartographers. Of course “up”, in our typical American/European culture, on a map is “North”. However, as was pointed out by Kelsey Leonard (Esri, ArcNews: Winter 2021), when the indigenous people around the Great Lakes made their highly detailed maps, “up” was the direction that the sun rose; East to us digital map makers! Then even when “up” is “North”, the question arises… which North? We frequently forget that North has three separate and distinct meanings and directions.

1. **Celestial North (aka “True North”):** The north (and south) celestial pole(s) is/are the **(two) point(s) in the sky** where Earth’s axis of rotation, indefinitely extended, intersects the celestial sphere. That is, North is defined by the extension of the Earth’s axis of rotation. These points shift with the “wobble” or axial precession of the Earth’s spin axis every 26,000 years.

2. **Magnetic North (aka “Compass North”):** This is a point on the surface of the Earth’s Northern Hemisphere at which the planet’s magnetic field points vertically downward. This point is constantly “wandering” as the Earth’s rotation and core move, and

3. **Grid North:** This “North” refers to a navigational (survey) term describing the direction northwards along the **“grid lines” of a map projection** (a whole other topic). This “North” is neither Celestial North nor Magnetic North, but may align with either or neither.

In most GIS Programs (Esri, GlobalMapper, QGIS) the North Arrow is connected to the map layout. If the map layout is rotated, the arrow follows. **TIP:** Did you know that you can rotate the entire layout? In an ArcGIS Pro Layout Window, all you need to do is click on any of the handles, move off it a little bit to see the rotate icon and move the entire dataframe. In a Map Window, it is even easier, simply use the “a” key to rotate the frame clockwise, and the “d” key to rotate it counter-clockwise.

Inserting a North Arrow is a fairly simple and straightforward task in GIS mapping programs. It usually just involves finding the Insert North Arrow icon, selecting your favorite arrow (or rosette) from a dropdown choice or list, then resizing/repositioning the selected style and you’re done! Or are you? Which “North” is it when you put a “North Arrow” onto a map?

Here is an example in ArcGIS Pro (v2.92) on how to control and specify the North Arrow.

**Step 1.** Insert a North Arrow: From the Insert Tab on the Ribbon select New North Arrow

**Step 2.** Select the style from the dropdown choices, click and drag/size a box on the layout for the arrow. Using the graphic handles on the display box, move/resize the North Arrow as needed.

Now comes the fun part…

In most GIS Programs (Esri, GlobalMapper, QGIS) the North Arrow is connected to the map layout. If the map layout is rotated, the arrow follows. **TIP:** Did you know that you can rotate the entire layout? In an ArcGIS Pro Layout Window, all you need to do is click on any of the handles, move off it a little bit to see the rotate icon and move the entire dataframe. In a Map Window, it is even easier, simply use the “a” key to rotate the frame clockwise, and the “d” key to rotate it counter-clockwise.
**Step 3.** With the North Arrow selected, on the North Arrow Tab on the Ribbon (which you will see once you inset a North Arrow), select the “Design” tab:

![Design Tab on North Arrow Tab](image)

**Figure 3.** The Design Tab on the North Arrow Tab appears when the North Arrow is selected.

**Step 4.** On the Design Tab, select the “North” that you want for your map. The Default is Celestial (True) North with a Calibration Angle of “0”. Remember... never just accept the defaults without knowing what it is.

![Design Tab showing user-selected options](image)

**Figure 4.** The North Arrow Design tab showing the user-selected options.

The dropdown arrow (next to True North) will let you select Magnetic (as below) and/or Map (Grid North) and calculates a calibration angle, that in the case of Magnetic North shows the magnetic declination (deviation) from Celestial (True) North, and you will see the North Arrow rotate to that position, in this case, -7.03 degrees (counterclockwise) from “up”.

![North Arrow Design Tab after selecting “Magnetic North” and the results showing the rotated North Arrow](image)

**Figure 5.** The North Arrow Design Tab after selecting “Magnetic North” and the results showing the rotated North Arrow.

Note: The Calculated Angle value shows the rotation angle of the north arrow based on the orientation and calibration angles. This value cannot be edited by the user.

Of course, if you change the North Arrow to Magnetic North (or Grid North), you should put a note on the map that “North” is Magnetic (or Grid) North), as well as, indicating that declination angle.

There are multiple ways that you can indicate north on your maps, but it is always a good idea to tell your users which North you are displaying on the map and which way is “up”.

Send your questions, comments, and tips to GISTT@ASPRS.org.

*Al Karlin, Ph.D., CMS-L, GISP is with Dewberry’s Geospatial and Technology Services group in Tampa, FL. As a senior geospatial scientist, Al works with all aspects of Lidar, remote sensing, photogrammetry, and GIS-related projects. He also teaches beginning map making at the University of Tampa.*

---

**ASPRS MEMBER BENEFIT!**


The *Manual of Remote Sensing, 4th Ed.* (MRS-4) is an “enhanced” electronic publication available online from ASPRS. This edition expands its scope from previous editions, focusing on new and updated material since the turn of the 21st Century. Stanley Morain (Editor-in-Chief), and co-editors Michael Renslow and Amelia Budge have compiled material provided by numerous contributors who are experts in various aspects of remote sensing technologies, data preservation practices, data access mechanisms, data processing and modeling techniques, societal benefits, and legal aspects such as space policies and space law. These topics are organized into nine chapters. MRS4 is unique from previous editions in that it is a “living” document that can be updated easily in years to come as new technologies and practices evolve. It also is designed to include animated illustrations and videos to further enhance the reader’s experience.

MRS-4 is available to ASPRS Members as a member benefit or can be purchased by non-members. To access MRS-4, visit [https://my.asprs.org/mrs4](https://my.asprs.org/mrs4).
During the early part of the 15th century, the Mossi horsemen of Ghana invaded the area and established a long-lived empire. The Mossi maintained a cavalry that successfully defended its West African territory from hostile Muslim neighbors, and as a result the former Upper Volta is not predominately Muslim. The French came to the area in the late 19th century, established a protectorate (1895-1897), and later partitioned former areas of the empire to Mali, Niger and Côte d'Ivoire. Local natives of Upper Volta were “blackbirded” to work on the French plantations of Côte d'Ivoire in the south. For approximately 60 years, the French favored the Côte d'Ivoire at the expense of Upper Volta. Independence from France came in 1960, and a military coup in 1966 was the first of two decades of coups that culminated in Captain Thomas Sankara taking control and changing the name of the country to Burkina Faso which means “country of the incorruptibles” (Lonely Planet, www.lonelyplanet.com).

Landlocked Burkina Faso is bordered by Benin (306 km), Ghana (548 km), Côte d’Ivoire (584 km), Mali (1,000 km), Niger (628), and Togo (126 km). Slightly larger than Colorado, the lowest point is the Mouhoun (Black Volta) River (200 m), and the highest point is Tena Kourou (749 m). The terrain is mostly flat to dissected, undulating plains with hills in the west and southeast (CIA Factbook). The major cities are the capital Ouagadougou (Ouaga), and Bobo-Dioulasso.

The French Institut Géographique National (IGN) had the initial mapping and geodetic responsibility, and shared that with the Annexe de l’Institut Géographique National à Dakar when the federation of the eight territories constituting French West Africa came into being in 1904. At the time, the IGN Annex, Dakar was known as the Service Géographique de l’Afrique Occidentale Française – SGAOF. The IGN later established a network of 200 “Astro” stations (astronomic positions) after 1950 that initially served as the basic control of French West Africa at the scale of 1:100,000 for Burkina Faso. The reference ellipsoid was the Clarke 1880 (IGN) where: \(a = 6,378,249.2\ m\), \(b = 6,356,515.0\ m\), and computed \(1/f = 293.4660208\), the projection and grid is the Universal Transverse Mercator (UTM). These compilations were also used to make maps at smaller scales. Earlier mapping of portions of Burkina Faso were compiled by SGAOF from 1923 at a scale of 1:200,000, entitled Carte de l’Afrique de l’Ouest au 200.000. Pre-1952 sheets were compiled from ground surveys or trimetrogon photography; remaining sheets from aerial photography and astronomic control. Final sheets were checked and contoured in the field. Relief
was indicated by contours at 40- or 50-meter intervals with some supplementary relief portrayed by escarpment, cliff, rock outcrop, sand, and sand dune symbols. Post-1952 sheets were cast on the UTM Grid, Zones 30 and 31 (U.S. Army TM-5-248, Foreign Maps). In 1950, the SGAOF performed the classical triangulation of the capital city, Ouagadougou. In 1958, the French IGN and the SGAOF established 54 stations throughout the country by classical triangulation. In 1960, IGN and the U.S. Army Map Service established 46 stations along the 12th parallel. This triangulation throughout Africa was along the 12th parallel and it started at the origin of the Blue Nile Datum of 1958 in Egypt, at station Adindan where: \( \Phi_0 = 22^\circ 10´ 07.1098˝ \) N and \( \Lambda_0 = 31^\circ 29´ 21.6079˝ \) East of Greenwich, deflection of the vertical: \( \xi = +2.38˝, \eta = –2.51˝. \) As I stated in my column on Ethiopia (PE&RS, March 2003), “Adindan” is the name of the origin point and it is not the name of the datum; an almost universal mistake found in reference works including the DMA/NIMA/NGA TR 8350.2.

In 1979, a Doppler satellite survey was undertaken throughout Africa and included the observation of 16 stations in Burkina Faso. The survey was defined on the WGS72 Datum and final results were computed on the Clarke 1880 ellipsoid for collocated points of the 1958 network of stations in Ouagadougou, apparently on the Blue Nile Datum of 1958. In 1997, 55 points were observed with GPS receivers by the Institut Géographique du Burkina (IGB) in cooperation with the government of Switzerland. Since 1998, this first-order network of GPS observations has been densified with 217 additional points in the southwestern part of Burkina Faso. Thanks go to Alain Bagre in his report to the FIG for the details of the geodetic history of his country.

The NGA lists transformation parameters for the Blue Nile Datum of 1958 (Adindan) to WGS84 Datum based on a single point as: \( \Deltaa = –112.145 \) m, \( \Deltaf \times 10^4 = –0.54750714 \), \( \DeltaX = –118 \) m \( \pm 25 \) m, \( \DeltaY = –14 \) m \( \pm 25 \) m, and \( \DeltaZ = +218 \) m \( \pm 25 \) m.

### Burkina Faso Update

“Three weeks (GPS weeks 1653 to 1655, September 11 to October 1, 2011) of Burkina Faso CORS GPS and Glonass data have been processed together with 52 surrounding IGS stations by means of the Bernese GPS Software (version 5.0). The purpose is the determination of ITRF2008 coordinates for the nine Burkina Faso CORS. The average accuracy within ITRF2008 at observation epoch for the whole network is estimated to be 5 mm in North, 6.3 mm in East, and about 12 mm in Up component. The Burkina Faso CORS network has a slightly better accuracy of approximately 5-6 mm in both horizontal components and around 11 mm in up component. The internal accuracy of the Burkina Faso CORS network is 2-3 mm in horizontal components and around 5 mm in up component.”

https://www.academia.edu/4874865/ESTABLISHING_A_LAND POLICY_REFORM_AND_GPS_TECHNOLOGY_IMPLEMENTATION_IN_BURKINA_FASO

In 2014, Aero Ashai Corporation completed a photogrammetric mapping project in the northern area of Burkina Faso (Digital Topographic Mapping Project in Burkina Faso).

https://openjicareport.jica.go.jp

The contents of this column reflect the views of the author, who is responsible for the facts and accuracy of the data presented herein. The contents do not necessarily reflect the official views or policies of the American Society for Photogrammetry and Remote Sensing and/or the Louisiana State University Center for Geoinformatics (C4G).

This column was previously published in PE&RS.
AN INTERVIEW WITH THE 2022-2023 ASPRS PRESIDENT

Recently we interviewed the current ASPRS president, Dr. Chris Parrish, about his experience in ASPRS and how our professional society contributes towards molding students’ career pathways. For the past eight years, Dr. Parrish works as an associate professor at Oregon State University. Previously, he served in the Remote Sensing Division of NOAA’s National Geodetic Survey (NGS). He is the 2022-2023 ASPRS President. He is also a dad to a fall 2021 U.S. Senate Page, Katherine Parrish and enjoys variety of outdoor activities.

In this interview we asked about his current position and experience gained by being a member with ASPRS, as well as current challenges and the future of ASPRS. With a hope that students will gain directions for knowledgeable action, the interview responses are compiled below.

“A to B” Annual Conference to Board President

When asked about his first involvement with ASPRS, Dr. Parrish mentioned that he attended his first ASPRS Annual Conference in 2000 in Washington, D.C., and had the opportunity to meet and interact with a number of leaders in photogrammetry and remote sensing. He was interested in airborne lidar at that time, and, while those early lidar systems were very primitive compared to what we have today, he remembers being astonished by the speed at which high-accuracy topographic data could be collected. During his time at the ASPRS conference he was welcomed as family, and as a result he joined ASPRS right after the conference.

Around that time, he had a meeting with the Director of NGS and shared his goals of carrying out cutting-edge research in the field of airborne lidar. Although it took nearly a decade, during this time he completed graduate programs at the University of Florida and the University of Wisconsin and gained experience in NGS’s Remote Sensing Division, he was eventually able to achieve those goals. He also became increasingly active in ASPRS, serving on the Potomac Region Board and helping organize the Potomac Region’s annual GeoTech Conference.

Fast forward to 2014, he joined the faculty of Oregon State University and continued his active involvement in ASPRS. He served as Lidar Division Director from 2014-2016 and was elected Vice President in 2020. The way ASPRS elected officer positions work, the newly-elected VP automatically advances to the position of President-Elect after one year and then President the following year. He stepped into the position of ASPRS President at the ASPRS Annual Conference in Denver in February of this year.

Growth through ASPRS

Dr. Parrish also briefly discussed the role of ASPRS in his professional and personal life. He states that the greatest benefit of being an active member of ASPRS is developing a broad network of professional contacts, extending across government, academia, and industry. He has also benefited from attending outstanding technical presentations and panel discussions at our conferences and asking questions of the presenters and panelists. He shared that, at the current stage of his career, he is more interested in giving back to the society and profession than in personal benefit from his membership and finds it especially rewarding to work with groups such as the Student Advisory Council (SAC) and Early Career Professionals Council (ECPC).
Common Misconceptions
We wanted to know about his opinion on common misconceptions about volunteer positions at ASPRS and how can these misconceptions be addressed. Dr. Parrish responded by stating that a common misconception is that people often feel they need to wait until they have advanced to a certain stage in their career before running for office or holding a position in ASPRS. This is simply not true. He noted that there are many ways to get involved at any stage in your career, including while still a student. One fairly typical path in ASPRS—although by no means the only one—is to get started by volunteering at conferences and serving as an officer in a student chapter. Then become active in your Region and in the Early Career Professionals Council (ECPC), and then seek opportunities to become involved in ASPRS at the National level.

I am Proud of
We asked Dr. Parrish about the accomplishments he is most proud of and he talked about working on new student chapters with Student Advisory Council (SAC). An especially meaningful effort over the past few months has been working with SAC Chair, Lauren McKinney-Wise, on streamlining the procedures for creating new student chapters. His hope is that by facilitating new student chapters, we will be able to introduce many more students from across a broad range of academic institutions to geospatial professions and also help ensure the future success of ASPRS and our field. The recently-formed ASPRS Diversity, Equity, and Inclusion (DEI) Committee, led by Amanda Aragón and Anne Hillyer, is another priority, and he is very glad to see the great momentum of this new committee. Additionally, he notes that our monthly ASPRS Brainstorming-to-action (BAM!) meetings have been a lot of fun, and he is very grateful for all the suggestions that have been put forward for new ASPRS initiatives!
Chris with his daughter Katherine on the Oregon coast north of Lincoln City.

My Inspiration
When asked about his inspiration he mentioned Bobbi Lenczowski. Bobbi’s career accomplishments are too numerous to list, but she served as the ASPRS President from 2012-2013, is an ASPRS Fellow, former Executive Director of AmericaView, a recipient of the President’s Award for Distinguished Federal Civilian Service, and is very active in K-12 education outreach. What is especially impressive to him is how many current leaders in remote sensing and across the geospatial professions list Bobbi as a mentor and role model: “it’s sort of a Who’s Who list of our field!”

Evolution and Future Path
It was important to talk about the evolution within ASPRS and the direction of the professional society and field. Dr. Parrish’s response provided assurance that ASPRS has been evolving based on the needs of our field. Today, geospatial data is used in an ever-increasing number of applications, from autonomous cars to computer animation to accident site reconstruction, in addition to a wide range of scientific disciplines. Additionally, new technologies, such as UAS and lidar-equipped smartphones have led to a democratization of geospatial data collection. The increasing use of machine learning and artificial intelligence also opens up many new geospatial application areas. His hope is that, led by the SAC and ECPC, ASPRS will continue to broaden our membership and the range of disciplines we support, while also helping new members benefit from our standards, guidelines, and best practices.

If Students want to get Involved…
Dr. Parrish mentioned that ASPRS has recently started using the Higher Logic community management platform (https://community.asprs.org/home), and many volunteer opportunities will start to be advertised through Higher Logic Community Boards. He also suggested to reach out to ASPRS Division Directors, Council Chairs, Working Group Chairs, and Board officers to ask about opportunities to get involved.

The entire team of ASPRS SAC expresses their gratitude to Dr. Parrish for taking out time for this interview from his busy schedule. We learned a lot from his responses, and we hope this will be informative for our readers as well.

“...by facilitating new student chapters, we will be able to introduce many more students from across a broad range of academic institutions to geospatial professions and also help ensure the future success of ASPRS and our field.”
Ethics in Mapping: Integrity, Inclusion, and Empathy

CaGIS is pleased to announce its 24th International Research Symposium on Cartography and GIScience, with a focus on the intersection of the two.

This is a hybrid event for both in-person attendees and remote participants.

Some topics included in the conference theme:
- Geoethics and Mapping; Accuracy and Uncertainty in Data, Models, and Maps; Geotracking and Social Responsibility;
- Privacy Issues for Imagery

EARLY REGISTRATION ENDS SEPTEMBER 1, 2022

CARTOGIS.ORG/AUTOCARTO

HTTP://DPAC.ASPRS.ORG

“The ASPRS Aerial Data Catalog is a tool allowing owners of aerial photography to list details and contact information about individual collections. By providing this free and open metadata catalog with no commercial interests, the Data Preservation and Archiving Committee (DPAC) aims to provide a definitive metadata resource for all users in the geospatial community to locate previously unknown imagery.”

ASPRS AERIAL DATA CATALOG

“THE SOURCE FOR FINDING AERIAL COLLECTIONS”

1 USE Use the catalog to browse over 5,000 entries from all 50 states and many countries. Millions of frames from as early as 1924!

2 SUPPLY Caretakers of collections with, or without metadata, should contact DPAC to add their datasets to the catalog for free!

3 TELL Spread the word about the catalog! New users and data collections are key to making this a useful tool for the community!

For More Details Contact:
David Ruiz druez@quantumspatial.com 510-834-2001
David Day dday@kasurveys.com 215-677-3119
JOIN US IN WELCOMING ASPRS’ NEWEST SUSTAINING MEMBER, NEARMAP!

NEARMAP  
10897 S River Front Parkway  
Suite 150  
South Jordan, Utah 84095  
www.nearmap.com/us/en

“As Nearmap continues to grow and expand in the Public sector, embarking on a relationship with ASPRS just made sense”, said Shelly Carroll, General Manager of the Government vertical at Nearmap. “We’re looking forward to bringing our high resolution aerial imagery and data intelligence to the members of ASPRS and the broader Government community—knowing that our world-leading capabilities and cost-effective solutions are helping to support a multitude of critical services.”

Nearmap provides easy, instant access to high resolution aerial imagery, city-scale 3D content, AI data sets, and geospatial tools. Using its own patented camera systems and processing software, Nearmap captures wide-scale urban areas in the United States, Canada, Australia, and New Zealand several times each year, making current content instantly available in the cloud via web app or API integration. Every day, Nearmap helps thousands of users conduct virtual site visits for deep, data-driven insights—enabling informed decisions, streamlined operations and better financial performance. Founded in Australia in 2007, Nearmap is one of the largest aerial survey companies in the world and is publicly listed on the Australian Securities Exchange (ASX:NEA).

NEW ASPRS MEMBERS

ASPRS would like to welcome the following new members!

Conor MacBain Church  
Chazz Coleman  
James Richard Charles Dalton  
Jerry Goodwin  
Victor King  
Su Leone

Andrew Molchan  
Kris Nehmer, PLS  
Matthew Noland  
Kevin Schmalz  
Bechu Kumar Vinwar Yadav, Ph.D.

FOR MORE INFORMATION ON ASPRS MEMBERSHIP, VISIT HTTP://WWW.ASPRS.ORG/JOIN-NOW
ASPRS NEWS

ASPRS ANNOUNCES NEW SECTOR INSIGHT EDITORIAL TEAM!

ASPRS is pleased to announce SectorInsight’s new editorial team, Youssef O. Kaddoura, Bob Ryerson, and Hamdy Elsayed.

Youssef O. Kaddoura Ph.D. is the Academic Program Specialist II in the Fort Lauderdale Research and Education Center at the University of Florida (UF). He graduated from the University of Florida with a doctoral degree in Geomatics Science. His research investigates establishing a reproducible methodology for georeference oblique tower-mounted (PhenoCam) images, through applying a multidisciplinary approach that encompasses the fields of photogrammetry, ecology, lidar, conventional surveying techniques and theories. As a member of ASPRS, he served as a Board Member for the period of March 2020 till March 2021. He holds a MS in Computer Engineering from the University of Florida, which included deploying innovative use of technology towards enabling aging seniors to live independently for a longer period of time. This work resulted in a US Patent titled “Remote surveillance and assisted care using a mobile communication device”, which served as a catalyst to further pursue remote sensing and photogrammetry. Previously, Youssef worked at Geospatial Consultancy Company, an ESRI partner in Abu Dhabi, United Arab Emirates.

Dr. Bob Ryerson, FASPRS, has been a senior scientist in government and has held senior executive positions in industry and government. His interests are in environmental and natural resource applications of earth observation and the economic benefits of geospatial information to society, with special reference to poverty reduction in developing countries through achievement of sustainable development goals. He has also made contributions to education in Canada, the USA, Australia and India where he has been an adjunct professor and served on various advisory and thesis committees.

Bob is a Fellow of ASPRS and has served as the Director of the Remote Sensing Applications Division of the ASPRS. He is also a Past-President of the Canadian Remote Sensing Society. He has served on the Boards of a number of companies and an industry association as well as on the EO Program Board of ESA. He has worked in more than forty countries in Asia, South America, Africa, Europe and the Pacific.

Bob has won the Canadian Remote Sensing Society’s Gold Medal, the Alan Gordon Memorial Award from the ASPRS for Outstanding Service over his career to Remote Sensing, the Roger F. Tomlinson Life-time Achievement Award in 2020 and awards for outstanding contributions to the Public Service of Canada. Several examples of his scientific work have been featured in Canada’s National Museum of Science and Technology.

Hamdy Elsayed is a Research Scientist in Lidar Systems at Teledyne Geospatial and Ph.D. Candidate, Researcher, and Teaching Assistant, in Geomatics Engineering at Toronto Metropolitan University (TMU, formerly Ryerson University). Hamdy has been serving as a member of the board of directors of the Canadian Remote Sensing Society since 2020, where he led and chaired several vital initiatives related to student engagement with the industry and building the student and young professional capacity to meet the market job requirements. Also, he served as a TMU Academic Senate member and a Professional Career Mentor.

Academically, Hamdy has a Bachelor of Science (w/Honor) in Electrical Engineering (2006) from Alexandria University and a Master of Science (w/Distinction) in Information Technology Management (2015) from the British University in Dubai. Additionally, he is a certified PMI Project Management Professional and an Advanced-Operations Remotely Piloted Aircraft System (RPAS) Pilot.

Hamdy has over 16 years of international experience leading and managing geomatics, remote sensing, and geospatial engineering projects in governmental and private institutions in North America, Africa, and the Middle East. Hamdy’s expertise covers Sensor Integration, aerial photography, lidar scanning, Indoor mapping, digital imaging, GNSS and inertial navigations, and depth sensing technologies. Hamdy was also awarded Mitacs Accelerated fund in 2018 to work on a research project with Teledyne and the Canadian Space Agency to build a new generation of space lidar scanning system. Additionally, he was awarded Cansel Business Award in 2021 and the best research presentation in the Canadian Symposium on remote sensing in 2020.

The SectorInsight Column is a general interest column related to education and professional development in the geospatial community. From the inception of ASPRS, the membership has been a balance of individuals, companies, and institutions from three primary sectors: private industry, government, and academia. SectorInsight seeks to highlight the interaction and importance of this balance. For more information on SectorInsight or PE&RS, please contact sectorinsight@asprs.org.
Impact of Spatial Configuration of Urban Green Space and Urban Impervious Surface on Land Surface Temperature: A Multi-Grid Perspective

Ya Zhang, Zhenfeng Shao, Xiaoxiao Feng, Zifan Zhou, and Yong Li

Abstract
Urbanization process has a huge impact on vegetation dynamics in urban ecosystems. Ecosystem services provided by urban green space have been increasingly incorporated into city-level measures to address climate change. Understanding the relationship between urban green space (UGS) and urban impervious surface (UIS) as well as land surface temperature (LST) is crucial to the understanding of urban spatial morphology. To better understand the impact of different spatial configurations on the urban heat island effect at different scales, this study constructed the spatial configuration of UIS and UGS on four grids of different scales and explored their relationship with LST in seasonal changes. The results show that different indicators present significant characteristic disparity under the four grid scales, compared with other scales, indicators have a relative stability correlation at 1 km. In addition, trees and grass, as different urban green spaces, have notable negative effects on surface temperature. At grid 3 (G3) scale, grassland had a strong correlation with LST in aggregation index and landscape shape index, which were 0.473 and 0.648, suggesting that fine-scale planning is of great significance to alleviating the urban heat island effect. This study can assist in designing sustainable cities by providing insights into urban green space planning and management.

Introduction
Urban ecosystem is an essential component of the terrestrial ecosystem, with a suite of services that include carbon sequestration, air quality improvement, storm-water attenuation, and energy conservation (Xu et al. 2020; Trlica et al. 2020). The progress of urbanization is speeding up, and the transformation between different types of land use has brought a huge impact on the environment (Zhuang et al. 2022; Shao et al. 2020). At the same time, it also modifies the growth pattern of vegetation, making it different from that in the rural. The notable changes in the underlying surface of the city, especially the increase in impervious surface, have led to many problems, such as the urban heat island effect (Jung et al. 2021; Shao et al. 2019). The change of impervious surface can fundamentally modify the redistribution of precipitation, thereby affecting the urban hydrological environment. The boost of urban population results in an increase in buildings, pavements, and roads while reducing green spaces and waterbody. The contradiction between urban development and urban ecology exists in a dynamic manner. Urban green space (UGS) serves as a main natural factor in the city, playing an important role in the cooling effect of a city (Bowler et al. 2010). The ecological effect of urban vegetation can alleviate many negative effects resulting from the urbanization process.

Although the development of cities has brought great convenience to people’s life and production, it also has an immeasurable impact on various natural resources and the ecological environment. Urbanization demands a rational use of urban land resources and the construction of sustainable development of the ecological environment. The coverage of UGS is an important indicator of natural elements on the surface, as well as a manifestation of urban ecological civilization (Zhang and Shao 2021). With rapid urbanization and changes in the environment, the distribution of urban green space and its functions are highly valued (Qian et al. 2019; Hu et al. 2021). In the process of urbanization, attention needs to be paid to realize the sustainable development of urban and to design and build a more balanced urban ecological structure (Song et al. 2021).

Changes in land cover composition are a key consequence of urbanization, often increasing land surface temperature (LST). Thus, it is necessary to extract the distribution of UGS and monitor its dynamics connection with the spatial structure of urban impervious surface (UIS) to minimize the impact of urban construction on the ecological environment, aiming to support sustainable urban development. Zheng et al. (2014) used a land cover map derived from high-resolution satellite data and ASTER LST data to investigate the effects of composition and spatial pattern of anthropogenic land cover characteristics on LST in Phoenix, Arizona. The results showed that random patterns on the paved surface increased nighttime LST compared to scattered. However, the warming effect was more pronounced when the paved surface was highly clustered. To monitor the spatial configuration in sampling units of different sizes, Zhou et al. (2017) conducted a comparative study on two cities with different climatic conditions, using various statistical methods to quantify and compare the relationship between tree and LST. When the analysis unit is relatively small, the spatial autocorrelation may affect the relationship between the landscape indicators with LST, especially as the size of the analysis unit increases, the relationship between the spatial configuration measurement and LST becomes stronger. Masoudi et al. (2021) evaluated the relationship between UGS patterns and UGS cooling effects under land use influence in 2005 and 2015. The results showed that over time, the size of land use increased and vegetation disappeared, resulting in an increase in LST. That is, land use not only affects the composition of UGS, but also affects their configuration and cooling effect.

Existing studies in urban ecological evaluation are generally conducted from the perspective of landscape patterns. In landscape pattern analysis, the choice of spatial scale in a landscape is an important factor (Plowright et al. 2017; Yang et al. 2020; Xu et al. 2020). Studies have shown that the relationship differs at different scales between the types of urban land use and land surface temperature (Liu et al. 2021; Chen et al. 2020). Considering contributions from different types of features in land use classification, Zhang et al. (2020) used landscape-level indicators based on area-weighted average to construct landscape
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pattern, which improved the classification accuracy of urban land use and demonstrated the impact of landscape pattern on urban land use is greater than building function. Xing and Meng (2020) proposed a novel framework to measure urban landscapes and classify urban functions by quantifying multiple urban landscape elements and their interaction with spatial metrics. The evaluation index from local analysis and analysis of variance proves the adequacy and effectiveness of this method in the classification of urban functions. At the same time, a conditional reasoning random forest method is proposed to establish an automatic city function classification model with spatial measurement. There exists a certain correlation between vegetation carbon storage and the regional environment (Godwin et al. 2015). Ren et al. (2013) focused on the relationship between landscape heterogeneity and carbon density. Ren’s results reveal the quantitative relationship between landscape and vegetation carbon storage at different scales in the development process of Xiamen. At present, however, a standard measurement is lacking to evaluate urban greening functions. Existing indicators tend to overestimate or ignore the typical landscape features that can benefit the evaluation of the ecological functions of urban green space.

In practical applications, multiple land use land cover data sources need to be considered when classifying and mapping urban land use categories. Zhou and Cao (2020) quantified the spatial pattern of forestland in Shanghai at four spatial scales and discussed the relationship between land surface temperature and forestland spatial pattern and seasonal change. The results show that the change of spatial scale has significant influence on the relationship between spatial pattern and LST. Kabisch and Haase (2013) used CORINE 1990, 2000, and 2006 land cover data and city boundaries to analyze 202 European cities, assessing the availability of these data sets by introducing changes in urban green space supply between 1990–2000 and 2000–2006. Nowak and Greenfield (2012) investigated the changes in trees and impervious cover in selected cities in the US using a simple and reproducible measurement with aerial photos provided by Google image and the tree cover. This method determines that the direction and rate of changes in urban trees and impervious cover assist cities in maintaining the required level of tree cover and related ecosystem services. Plowright et al. (2017) used the fusion results of multiple data sources to discuss the relationship between impervious surface and tree height at a single wood scale and landscape scale.

In this paper, we conduct a multi-level grid analysis on the landscape pattern of land cover, taking Nantong as a study area (details in the section “Study Area”). Based on the generated multi-level grid, Nantong is divided into multiple blocks. Land surface temperature (LST) of the three seasons of the corresponding year is calculated, and the landscape pattern indicators are used to quantitatively analyze the pattern of the study area. We analyze the spatial pattern of urban land cover based on a multi-level grid and discuss the influence of UGS, UIS, and LST. The main objectives of this research are to (1) compare optimal grid scales based on multi-level grid analysis of urban landscape patterns; and (2) to explore the correlation among UGS, UIS, and LST at different grid scales.

**Material and Method**

**Study Area**

Nantong, in the alluvial plain of the lower Yangtze River, is located at 31°41′06″–32°42′44″ N and 120°11′47″–121°54′33″ E. The maximum distance from north to south is 114.2 km, and the maximum distance from east to west is 158.8 km. Nantong belongs to the northern subtropical humid climate zone, with the notable influence of monsoon, four distinct seasons, mild climate, abundant rain, and a long frost-free period. The annual average near surface air temperature is 15.1°C, and the annual precipitation is about 1040 mm. This study selects the urban core area of Nantong, which mainly includes three parts: Chongchuan District (1), Gangzha District (2), and Development District (3). Multispectral data of Sentinel-2 is displayed as a base map; the specific location of the study area is shown in Figure 1.

**Data Processing**

**Remote Sensing Data**

In order to estimate the impact of the spatial distribution of UGS and UIS on UHI, three phases of Landsat 8 Operational Land Imager
images without clouds under clear sky were obtained from January, April, and August 2016. Preprocessing the images was done through ENVI 5.4, which mainly includes the radiometric calibration of thermal infrared band and the radiometric calibration of multi-spectral data and atmospheric correction. The multispectral data of all the corrected images are converted to the true surface reflectance, and the thermal infrared data is converted to the brightness temperature at the sensor, expressed in degrees Celsius. LST is calculated from the atmospheric corrected Landsat 8 Thermal Infrared Sensor (Band 10). All equations are derived from the United States Geological Survey. Additional parameters such as atmospheric upward radiances and downw ard radiances are required to calculate the LST. The authors obtained the corresponding parameters on the National Aeronautics and Space Administration (NASA) official website (https://atmcorr.gsfc.nasa.gov) to calculate the radiance of the Blackbody at the same temperature.

\[ \text{NDVI} = \frac{\text{NIR} - \text{R}}{\text{NIR} + \text{R}} \]  
\[ \text{LST} = \frac{K_2}{\ln \left( \frac{K_1}{B(T)} + 1 \right)} \]  
\[ B(T_i) = \frac{L_o - L_i - \tau(1 - e) \times L_o}{\tau} \]  
\[ L_o = \text{gain} \times \text{DN} + \text{offset} \]

where \( K_1 \) and \( K_2 \) are sensor-specific calibration constants, among which Band 10: \( K_1 = 714.89 \), \( K_2 = 1321.08 \); Band 11: \( K_1 = 480.89 \), \( K_2 = 1201.14 \); \( B(T_i) \) is the radiance received by the sensor at a Blackbody with a temperature of \( T_i \); \( L_o \) is used by the satellite sensor as a radiation calibration coefficient to convert the pixel DN value into the received radiance value; \( L_o \) and \( L_i \) represent the upward and downward radiation parameters of the atmosphere; \( r \) and \( e \) are the atmospheric transmittance and the surface emissivity, respectively; gain and offset are the slopes of the response functions of Bands 10 and 11; \( \text{DN} \) is the original pixel value of the image.

**Land Cover Map**

To derive the land cover map of the study area, we use the land use survey data in 2016. According to the reference standard “Classification of Land Use Status” GB/T 21010–2017, the authors merge and reclassify the secondary categories using ArcGIS 10.3. Then the 2016 land use type map are divided into six main types, i.e., bare soil, cultivated land, waterbody, woodland, grass, and impervious surface, as shown in Table 1 and Figure 2.

The classification accuracy of land cover is evaluated by randomly selecting sample points on each land cover category and comparing with the corresponding category in the image, using overall accuracy (OA) and Kappa coefficient (Kappa). These indicators are usually used to quantitatively evaluate the accuracy of Land Use/Land Cover classification (Zhang et al. 2020). In general, the overall accuracy of land cover classification OA = 78.19% and kappa = 0.71. The main research objective of this article is to explore the impact of ecological benefits at different grid scales. The temperature response variable of the study area is calculated using the ground temperature value of each grid cell (corresponding to the multi-level grid scales). Subsequent analysis

**Table 1. Land cover categories in the study area.**

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil</td>
<td>Construction site to be built, artificial excavation site, bare ground, etc.</td>
</tr>
<tr>
<td>Crops</td>
<td>Growing food, crops, vegetable fields, orchards, paddy fields, etc.</td>
</tr>
<tr>
<td>Water</td>
<td>Canals, lakes, reservoirs, ponds, river surface, etc.</td>
</tr>
<tr>
<td>Forest</td>
<td>Open forest, dense forest, street trees, other woodlands, etc.</td>
</tr>
<tr>
<td>Grass</td>
<td>Lawn, sparse grass, dense grass</td>
</tr>
<tr>
<td>Urban</td>
<td>Built-up areas, residential areas, industrial and commercial areas, Impervious squares, roads, railways, other impervious surface, etc.</td>
</tr>
</tbody>
</table>

**Landscape Metrics on Multi-Level Grid**

For complex administrative divisions, a uniform rule with a simple expression is beneficial to statistically summarizing the distribution of natural resources. Grids can be used as the carrier, which can express the different levels of macro-information related to the spatial location of natural resources and social variables to better reflect their spatial distribution given an appropriately defined grid size. Considering the size of the study area and the rules of grid division, we divided the grid scale in this study according to the 14–17 standard grid division.
uses grid cells corresponding to the vegetation and impervious surface categories in the urban land cover. We aim to investigate how the spatial configuration of urban impervious surface and vegetation types at different scales affects urban surface temperature, as assessing this issue is essential to the spatial allocation in urbanization as well as reducing the heat island impact caused by urbanization (Jung et al. 2021; Ouyang et al. 2020). The research method and process are shown in Figure 3.

Results

Interrelationships Among Multi-Level Grids on Landscape Metrics

In a landscape system, the richer the land use categories, the higher the degree of fragmentation, and the greater the information content of uncertainty, and the higher the calculated Shannon’s diversity index (SHDI) value. Table 3 presents average values and standard deviation of the landscape metrics at four different grid scales. The authors observe that SHDI increases along with the increase of the grid scale. At larger grid scales, abundant types of features tend to manifest. In the G1 grid (a very small grid scale), situations might occur when a certain type of ground object occupies a large geographical area, leading to a large CONTAG value (suggesting the existence of dominant types with high connectivity in the landscape). While in the G4 grid, the overall landscape has a higher degree of fragmentation, leading to a small CONTAG value (suggesting the existence of many small patches in the landscape).

A high degree of sprawl indicates that a certain type of superior splicing in the landscape presents considerably high connectivity. On the contrary, a low degree of sprawl suggests a fragmented landscape pattern. Largest patch index (LPI) represents the abundance of dominant species and internal species in the landscape, with a similar changing trend as CONTAG. The authors observe that large-scale

<table>
<thead>
<tr>
<th>Table 2. Ten selected landscape metrics and their descriptions.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Landscape Metrics</strong></td>
</tr>
<tr>
<td>Patch density (PD)</td>
</tr>
<tr>
<td>Landscape shape index (LSI)</td>
</tr>
<tr>
<td>Percentage of landscape (PLAND)</td>
</tr>
<tr>
<td>Aggregation index (AI)</td>
</tr>
<tr>
<td>Edge density (ED)</td>
</tr>
<tr>
<td>Shannon’s diversity index (SHDI)</td>
</tr>
<tr>
<td>CONNECT</td>
</tr>
<tr>
<td>Area_mean (MN)</td>
</tr>
<tr>
<td>Largest patch index (LPI)</td>
</tr>
<tr>
<td>CONTAG</td>
</tr>
</tbody>
</table>

\(\text{n}_i\) = number of patches in the landscape of patch type (class) \(i\); \(A\) = total landscape area (m \(^2\)); \(e_i\) = total length of edge (or perimeter) of class \(i\) in terms of number of cell surfaces; includes all landscape boundary and background edge segments involving class \(i\); \(\text{mine}_j\) = minimum total length of edge (or perimeter) of class \(i\) in terms of number of cell surfaces; \(\text{PLAND}\) = proportion of the landscape occupied by patch type (class) \(i\); \(a_i\) = area (m \(^2\)) of patch \(i\); \(\max - g_a\) = maximum number of like adjacencies (joins) between pixels of patch type (class) \(i\) (see below) based on the single-count method; \(e_{ik}\) = total length (m) of edge in landscape involving patch type (class) \(i\); \(g_{ik}\) = joining between patch \(j\) and \(k\) (0 = unjoined, 1 = joined) of the corresponding patch type (\(i\)); \(n_i\) = based on a user specified threshold distance; \(g_{ik}\) = number of like adjacencies (joins) between pixels of patch type (class) \(i\) based on the single-count method.
integration (LSI) presents an increasing pattern when the grid scale increases. When the shape of the landscape becomes more irregular and the length of the inner edge of the landscape of the corresponding patch type increases, the growth of LSI occurs, as a large-scale network in the grid contains more abundant feature types. The authors also observe that aggregation index (AI) and CONNECT changed in a similar manner across the four grid scales.

The scale effect is an important issue in landscape research, although the concept of scale may differ in various studies. In order to quantify the impact of scale on the landscape pattern index, the authors use a multi-scale grid by dividing the area according to different grid schemes. To estimate the most suitable size of subareas in the landscape, five random grids in each landscape were created. The authors selected five subset grids (Figure 4. random grid) of multi-scale sizes (5 km, 2 km, 1 km, 0.5 km) and calculated landscape indicators. We further plot four metrics, i.e., percentage of landscape (PLAND), patch density (PD), AI, and LPI against the size of the sample area to determine the average area over which most curves are asymptotic (Figure 4). The authors observe that values of almost all indicators level between 2 km and 1 km. As most of the index values are stable at the size of 1 km, it is selected as the appropriate size for each subregion. The stability level is preferred because the ability to compare different locations is affected by the way data is collected and reported. With the increase of spatial scale, the filtering effect unavoidably makes small patches merge, leading to decreased number of patches and increased average patch size in the landscape.

**Analysis of Landscape Indicators in Function Zone**

For each level of grid, three levels of landscape indicators were introduced. In the subsequent index selection, we conducted further screening and regional evaluation according to the correlation of each

<table>
<thead>
<tr>
<th>Metrics</th>
<th>G1</th>
<th>G2</th>
<th>G3</th>
<th>G4</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD</td>
<td>142.65 ± 61.18</td>
<td>114.97 ± 42.07</td>
<td>110.71 ± 22.19</td>
<td>124.46 ± 16.16</td>
</tr>
<tr>
<td>AREA_MN</td>
<td>0.90 ± 0.67</td>
<td>1.00 ± 0.40</td>
<td>0.94 ± 0.20</td>
<td>0.82 ± 0.12</td>
</tr>
<tr>
<td>LSI</td>
<td>4.53 ± 1.20</td>
<td>7.98 ± 1.67</td>
<td>15.35 ± 2.03</td>
<td>37.56 ± 3.92</td>
</tr>
<tr>
<td>PLAND</td>
<td>83.85 ± 4.78</td>
<td>85.04 ± 3.34</td>
<td>85.15 ± 2.03</td>
<td>84.50 ± 1.53</td>
</tr>
<tr>
<td>AI</td>
<td>87.13 ± 4.81</td>
<td>86.82 ± 3.38</td>
<td>86.09 ± 2.03</td>
<td>84.90 ± 1.53</td>
</tr>
<tr>
<td>ED</td>
<td>282.98 ± 95.67</td>
<td>279.13 ± 66.83</td>
<td>286.96 ± 40.50</td>
<td>305.12 ± 30.34</td>
</tr>
<tr>
<td>CONNECT</td>
<td>5.13 ± 4.85</td>
<td>1.79 ± 1.15</td>
<td>0.49 ± 0.14</td>
<td>0.09 ± 0.02</td>
</tr>
<tr>
<td>LPI</td>
<td>47.67 ± 19.18</td>
<td>41.17 ± 17.28</td>
<td>34.45 ± 16.67</td>
<td>24.48 ± 10.71</td>
</tr>
<tr>
<td>SHDI</td>
<td>1.11 ± 0.28</td>
<td>1.28 ± 0.21</td>
<td>1.42 ± 0.18</td>
<td>1.53 ± 0.11</td>
</tr>
<tr>
<td>FRAC_AM</td>
<td>1.16 ± 0.05</td>
<td>1.20 ± 0.04</td>
<td>1.23 ± 0.04</td>
<td>1.25 ± 0.01</td>
</tr>
<tr>
<td>CONTAG</td>
<td>50.84 ± 10.85</td>
<td>44.67 ± 13.75</td>
<td>44.74 ± 6.40</td>
<td>40.24 ± 4.19</td>
</tr>
</tbody>
</table>

PD = patch density; AREA_MN = area_mean; LSI = large-scale integration; PLAND = percentage of landscape; AI = aggregation index; ED = edge density; LPI = largest patch index; SHDI = Shannon’s diversity index; FRAC_AM = Fractal dimension index_Area-weighted Mean.
The landscape indices are further calculated for the study area and landscape-level indices in each administrative area are shown in Table 4. The overall vegetation ratio in the study area is 15.43%, with Chongchuan District of 11.42%, Gangzha District of 18.21%, and Kaifaqu District of 15.43%, with Chongchuan District of 11.42%, Gangzha District of 18.21%. SHDI is an index unique to the landscape level, reflecting the complexity of the landscape. The larger the SHDI value, the more diverse the components in the landscape. We notice that the diversity reflected from SHDI in these three districts is ranked as: Kaifaqu District > Gangzha District > Chongchuan District.

The Kaifaqu District is a district that experienced and is still experiencing intensive urban development. Its landscape proportion is the highest with low patch density, suggesting the lowest fragmentation degree of its green space. The diversity and aggregation degree are the highest in the Kaifaqu District, indicating that the vegetation types are rich and concentrated with intact green landscape features. Chongchuan District and Gangzha District, with a high percentage of impervious surface, are the administrative regions that have been developed in earlier years. Their vegetation distribution is largely restricted by existing land use. As a result, the patches of vegetation are fragmented, evidenced by the low proportion of green landscape and low edge density. Its diversity and degree of aggregation are also lower than the overall level of the entire study area.

Further, we use the 1 km grid (the optimal grid size) for functional area division analysis. We refer the classification standard of functional areas to the classification standard of Local Climate Zones (LCZ) (Stewart and Oke 2012). A total of five areas are selected for analysis: urban green spaces, residential areas, agricultural land, industrial areas, and commercial office areas (Figure 5).

The landscape indices are further calculated for the study area and each functional zone (Figure 6). We notice that there exist dominant land-use types in each functional zone. The proportion of the urban green landscape is higher than that of other functional zones that include residential areas, office areas, and commercial areas (Figure 6a). In general, the vegetation landscape of these districts is considerably lower than other landscapes, and the industrial area is found to lack vegetation landscape the most. PD, average patch size, and ED can inform the degree of landscape fragmentation (Ren et al. 2013). From Figure 6b–d, the average patch area and AI of the grass are generally larger in the commercial office area. The industrial zone has a small average patch area and a high edge density of the forest, indicating that the open land in industrial areas is mostly used for construction. In residential and industrial areas, impervious surfaces form the dominant land use category on this grid scale.

### Table 4. Landscape-level indices in different districts of the study area.

<table>
<thead>
<tr>
<th>District</th>
<th>IS</th>
<th>Forest + Grass + Crops</th>
<th>Forest + Grass</th>
<th>SHDI</th>
<th>Area_MN</th>
<th>ED</th>
<th>LSI</th>
<th>CONNECT</th>
<th>AI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study_area</td>
<td>30.54</td>
<td>32.73</td>
<td>15.43</td>
<td>1.57</td>
<td>1.33</td>
<td>205.6</td>
<td>125.03</td>
<td>0.005</td>
<td>78.24</td>
</tr>
<tr>
<td>Chongchuan</td>
<td>34.28</td>
<td>17.36</td>
<td>11.42</td>
<td>1.42</td>
<td>1.67</td>
<td>168.7</td>
<td>55.99</td>
<td>0.025</td>
<td>78.01</td>
</tr>
<tr>
<td>Gangzha</td>
<td>39.58</td>
<td>37.58</td>
<td>15.25</td>
<td>1.55</td>
<td>1.07</td>
<td>256</td>
<td>80.41</td>
<td>0.015</td>
<td>77.54</td>
</tr>
<tr>
<td>Kaifaqu</td>
<td>22.79</td>
<td>39.80</td>
<td>18.21</td>
<td>1.57</td>
<td>1.38</td>
<td>197.8</td>
<td>80.46</td>
<td>85.44</td>
<td>80.55</td>
</tr>
</tbody>
</table>

PLAND = percentage of landscape; IS = impervious surface; SHDI = Shannon’s diversity index; AREA_MN = area_mean; ED = edge density; LSI = large-scale integration; AI = aggregation index.

Spatial Effects of Urban Impervious Surface and Vegetation Types on Land Surface Temperature

In this section, we analyze the spatial effects of the urban impervious surface and vegetation types and their distribution on LST. The LST was derived from Landsat 8 in January (ranging from –6.40 to 22.14°C), April (ranging from 11.67 to 51.33°C), and August (ranging from 10.57 to 46.73°C) 2016. As shown in Table 5, in winter, spring, and summer, the urban impervious surface is primarily positively correlated with LST at three different grid scales (G1, G2, G3). Forest and grass at three different grid scales (G1, G2, G3) are negatively correlated with LST. Among them, the correlation between forest and grass and LST fluctuates with different seasons and spatial scales. Still, the correlation between grass and LST is more than that of forest in general.

The strength of correlation between LST and UIS increases as the grid-scale increases and the seasons change from January to August. The correlation between forest and LST is more notable at the small grid-scale. In comparison, the correlation between grassland and LST was different in season and not significant in small grid scale.
Figure 5. Schematic diagram of urban functional zoning.

Figure 6. Landscape indicators of different land use categories in different functional zones. IS = impervious surface; PLAND = percentage of landscape; Area_MN = area_mean; AI = aggregation index; ED = edge density.
Grass and LST present a weak correlation in winter and spring, with a strengthened correlation presented at larger grid scales. In April and August, the LPI and AI of grassland at the large scale (G3) showed a strong correlation, mainly because grassland can reach the maximum growth and aggregation state in summer, and because the aggregation effect is strong, and the cooling effect on LST will exceed that of trees. The results of previous studies have shown that grass is not as effective as tree canopy in LST cooling (Myint et al. 2015), and its cooling effect may be more affected by different management methods such as irrigation. Trees mainly lower the temperature by evapotranspiration and providing shade.

**Discussion**

**Impact of Scale on Urban Landscape Pattern**

The intensified urbanization process has complicated various urban infrastructures such as buildings and road networks (Wei and Ye 2014). Due to the requirements of climate and landscape planning, the composition of tree communities in cities is usually dominated by only a few species. Meanwhile, the proportion of urban green space is likely to be reduced given the urban expansion. Small and isolated patches of vegetation tend to replace the previous large, continuous patches. Such a decrease in diversity usually implies an increase in the coverage of dominant types and a decrease in nondominant types. When the number of landscape categories remains unchanged, diversity from the inter-changes of landscape categories becomes notable. As the monitoring scales increase, a decrease in diversity implies that the dominance from the dominant type becomes more prominent, while the nondominant type tends to disappear. At the land use and land cover level, different types of coverage have different degrees of impact, largely depending on the monitoring scales.

Our results of landscape pattern show that scale diversity is directly reflected in the characteristics and relationships of various variables, indicating that scale selection is necessary in landscape pattern research. For ecological problems, translation must be pushed across the scales, as small-scale polymerization explores the laws of information, and data information transfer between the various scales must be studied (Wu 2004; Zhao et al. 2019). Therefore, studies on the scale effect have essential practical significance. Besides, a better understanding of scale effect on landscape characteristics is also beneficial to arriving at a better selection of strong representations of landscape indices.

**Scale Affects Relationship Between LST and Spatial Pattern of Urban Cover**

This study investigated the impact of landscape patterns and the spatial configuration of vegetation patches on the surface temperature in Nantong. Our results show that the impact of different types of vegetation and impervious surface space configuration on LST varies with the different landscape indicators. The correlation coefficient between LST and landscape metrics is highly linked to irregularly shaped vegetation patterns, patch size, and green margins. The vegetation landscape scale is significantly correlated with LST. Different landscape patterns and configurations (such as size, connectivity, and edge density) affect the heat exchange between vegetation and its surrounding environment, leading to the changing dynamics of warming and cooling effects (Aram et al. 2019).

In a fixed relative number of land cover elements, the surface temperature can be significantly increased or decreased through different spatial arrangements of the elements. This is because the spatial effect affects the energy flow or energy exchange between land cover elements (Tan et al. 2020). Compared with previous studies, this study analyzes the landscape pattern index at different scales. In general, the correlation between surface temperature and land cover variables can be found on a coarser scale, which may indicate that the correlation between surface temperature and land cover layout is different. At a smaller scale, there are fewer factors to consider. Increasing coverage types need to consider more factors to better predict LST. Our results also reveal that grass can play a role at appropriate planning scales in reducing urban heat island problem, which is consistent with the studies by Zhou et al. (2011) and by Yao et al. (2020) who indicate that dominated greenspace offers the greatest heat stress relief.

**Limitations and Recommendations for Future Studies**

Our study shows that the types and degrees of landscape fragmentation in cities lead to different scale and regional characteristics that might give rise to different ecological effects. In regional planning and management, a strict boundary definition of urban growth can effectively mitigate uncontrolled city growth and thus slow down the loss of woodland. On the other hand, when carrying out regional habitat restoration and functional enhancement, it is necessary to consider landscape characteristics of different regions, such as the role played by the spatial structure of woodland and construction land. As the development level of different cities is not consistent, the influence of the layout of internal ground objects in different cities also needs to be considered, that is, the comparative study between multiple cities.

In this study, we used data that covers one year for analysis. Thus, we encourage a comparative analysis of the time series when data that cover longer temporal periods are involved. In addition, urban monitoring data with higher resolution (e.g., worldview series) can be considered. Lidar point clouds can also be used to characterize the vertical dimension of vegetation. Due to the continuous acceleration of urbanization around the world, the fragmentation problem in the urban ecosystem is expected to be aggravated, leading to challenges for traditional methods in ecological diversity monitoring. In the process of urban construction, special attention should be paid to the construction of green corridors and designing multi-functional greenways, aiming to make cities eco-friendly.
Conclusion
As urban green space becomes limited given rapid urban development, understanding the relationship between land surface temperature and urban green space as well as urban impervious surfaces is critical. To better understand the impact of different configurations on the urban heat island effect at different scales, this study distinguishes the effects of UIS and UGS in urban areas at multi-grid scales and explores their relationship with land surface temperature. Our results indicate that: (1) different indicators present significant characteristic disparity under the four grid scales; compared with other scales, indicators have the relatively stability correlation at 1 km; (2) different urban green spaces have notable negative effects on surface temperature. At G3 scale, grassland had a strong correlation with LST in A1 and LPI, which were 0.473 and 0.648, and the role of grass is more prominent during the growing season. It suggested that fine-scale planning is of great significance to alleviating the urban heat island effect. However, this study has limitations and room for improvement. For example, in light of the size of the study area, we select four scales for the grid setting. Future studies can consider more grid settings and involve more indicators.

Acknowledgments
This research is supported by the National Key Research and Development Program of China with grant number 2018YFB100501, the National Natural Science Foundation of China with grant numbers 41890820, 42090012, 41771452 and 41771454, and the Key Research and Development Program of Yunnan province in China with grant number 2018IB023. No potential conflict of interest was reported by the authors.

References


Long-Term Changes of Land Use and Land Cover in the Yangtze River Basin from 1990–2020 Landsat Data

Junyuan Yao and Shuanggen Jin

Abstract
Economic development and climate change drive the land use and land cover (LULC) change globally. Annual robust maps of LULC are critical for studying climate change and land–climate interaction. However, the current existing methods for optimizing and expanding the publicly available China land cover data set (CLC/3D) are limited. In this article, 30-m annual LULC changes are obtained from 1990 to 2020 in the Yangtze River basin (YRB). The results show an overall accuracy rate of 82.66% and better performances on Geo-Wiki test samples when compared to similar products. Based on our 30-m annual LULC data set, the drastic LULC changes are found in YRB over a 30-year period, where impervious surface area more than tripled, cropland area decreased by 6.12%, and water area decreased by 6.09%. In addition, through the geographically and temporally weighted regression method, a fitting model with a goodness of fit of 0.91 well reveals that human activity plays a driving role in the LULC change of YRB.

Introduction
Land use and land cover (LULC) change has a close relationship with social and economic development, ecosystem carrying capacity, surface energy balance, and material circulation (Foley et al. 2005; Gibbard et al. 2005; Verosmarty et al. 2010; Houghton et al. 2012; Haddeland et al. 2014; Findell et al. 2017). The Yangtze River basin (YRB) covers several major cities and nature reserves in China, which is of great importance in economic development and ecological conservation. Recently, there have been serious problems in YRB in terms of water environment pollution and ecological damage due to excessive reclamation and economic development (Yang et al. 2021a). Therefore, it is essential to map the LULC change in YRB to explore the processes and drivers within the basin over the past 30 years. Effective environmental governance and development planning depends heavily on accurate LULC products and effective quantitative analysis of LULC changes.

Remote sensing is the most efficient way to monitor large-scale LULC change. In recent years, the free access to a huge volume of remote sensing satellite data (e.g., AVHRR, MODIS, Landsat, and Sentinel-2) and high-performance cloud computing platforms such as Google Earth Engine (GEE) have greatly promoted large-scale and long-term remote sensing studies on LULC (Gorelick et al. 2017; Zhu et al. 2019). With the GEE platform, Qu et al. (2021) used the k-means method to optimize the sample quality and generated LULC products from 1992 to 2015 for three provinces in the Yangtze River delta region using the random forest (RF) classification method. Liu et al. (2020a) built a training sample based on OpenStreetMap data and used classifiers of RF and the classification and regression tree (CART) for LULC mapping in the middle YRB from 1987 to 2017. However, these works have built completely new training sample sets to train the classifiers, which was certainly a huge amount of work (Jin and Zhang 2016). In addition, these results are difficult to apply directly in our region due to uncertain stability.

In addition, a number of open-access LULC data sets were used in YRB LULC change. Chen et al. (2020) used the LULC map data from the Resource and Environment Data Cloud Platform of the Chinese Academy of Sciences and reclassified it for the same 20 LULC categories as IGBP-MODIS to examine the influence of land urbanization on meteorology and air quality in the Yangtze River delta. Yang et al. (2021b) selected the MOD12Q1 data product from 2001 to 2018 with a spatial resolution of 300 m and reclassified the LULC maps into eight dominant categories to analyze the influence of LUCC on net primary production in YRB and its causes. However, the spatial resolution of 1000 or 500 m is relatively coarse, which is not sufficient for fine-scale LULC monitoring due to the uncertainty inherent of coarse-resolution data (Sulla-Menashe et al. 2019). Recently, Landsat data, with their high resolution and long history, have been widely used in large-scale LULC mapping (Liu et al. 2020b). Leveraging the data and computing power of the GEE platform, many global land cover products have been released, such as FROM GLC30 (finer-resolution observation and monitoring of global land cover) (Gong et al. 2013), GlobeLand30 (global land cover mapping) (Chen et al. 2015), and GLCFC30 (global land cover product with fine classification system) (Zhang et al. 2021). Compared to these global LULC products, the China Land Cover Dataset (CLC/3D) (Yang and Huang 2021) provided longer-time-series and higher-precision-validated LULC in the China’s region for each year. Since its training samples are sufficient and reliable by combining stable samples extracted from China’s land use/cover data sets (Liu et al. 2014), the accuracy of CLC/3D reaches a high level by both visual interpretation sample and third-party sample accuracy tests.

Despite the high-accuracy performance of CLC/3D, there are still several problems when applying it to the YRB. Considerable siltation occurs in the middle YRB and results in riverbed uplift and mudflats in many places that are more pronounced after the numerous construction of dams and water diversion for agriculture in the upper YRB (Chen et al. 2001; Yang et al. 2015). Unfortunately, the LULC in these areas is mostly misclassified as impervious surfaces in the CLC/3D. Further, Dongting Lake, Poyang Lake, and Middle River Bay are important wetland distribution areas in YRB formed by sediment accumulation due to the action of water flow and indirect coverage by water in different hydrological periods (Yang et al. 2005; Yang et al. 2018). These were also not represented well in the CLC/3D, in large part because it used the 50th-percentile value of each spectral band as the basic data.
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for training and classification, which made the classification results based on combinations of image elements at different times throughout the year. This approach undermined the recognition of land types like wetlands with varying within one year. In addition, there was also some misclassification in the mountain shadows of western Sichuan and northern Chongqing. Although the CLCD work flow can improve the overall classification accuracy, there are still some challenges for high-precision mapping of LULC in YRB. Therefore, it is necessary to correct the CLCD and obtain the high-accuracy LULC maps for large-scale YRB. This reclassification process should be an effective, efficient, economic, and operational approach.

In this article, 30-m annual LULC changes are obtained and analyzed in YRB, including (1) obtaining the 30-m annual LULC mapping of YRB from 1990 to 2020 by intercomparing the CLCD with thematic-class products (GFC global forest change, GSW global surface water, and GISA global impervious surface area) (Hansen et al. 2013; Pekel et al. 2016; Huang et al. 2021) and detecting and reclassifying the disputed areas of the CLCD in YRB by using the RF classifier with a smaller number of visually interpreted samples on GEE, (2) analyzing the process and trend of LULC change in YRB over 30 years with explaining the causes of change, and (3) proposing a time-series model of land use degree and exploring the drivers of the LULC change in YRB by using the geographically and temporally weighted regression (GTWR) model (Huang et al. 2010). The changes and drivers of the LULC in YRB can provide valuable information for local decision makers and stakeholders.

Data and Methods

Study Area

The Yangtze River Basin (about 1.8 million km²) is located between 90°33′ and 122°19′ E and 24°27′ and 35°54′ N in China, starting from the Qinghai-Tibet Plateau and going eastward into the East China Sea (Figure 1). Most areas in YRB belong to the subtropical monsoon climate zone with the average annual rainfall from 692 to 1611 mm and the average air temperature ranges from 9°C to 18°C (Zhang et al. 2019). Suitable climatic conditions have created a rich variety of vegetation types, and the differences in sea–land and elevation have resulted in many topographic features in the basin, such as mountains, plateaus, basins, hills, and plains. The large areas of plain and basin, as well as the rich water resource, have led to rapid industrial and agricultural development in YRB. Large cities in the basin, such as Shanghai, Nanjing, Wuhan, and Chongqing, have experienced rapid economic development in the past three decades, and urban expansion has brought about frequent land use modifications (Li et al. 2021). Human activities and climate change have threatened the unique ecological structure and have polluted water quality, which has led to the national policies of a 10-year ban on fishing and environmental remediation in the basin (Sun et al. 2017; Wu et al. 2021).

Data

CLCD

The CLCD contains 30-m annual LULC in China from 1990 to 2019. CLCD’s classification system includes nine major LULCs: cropland, forest, shrub, grassland, water, snow and ice, barren, impervious, and land that has not yet been used or that is difficult to use. Impervious also includes urban and rural residential areas and other industrial, mining, and transportation land. CLCD’s product (from 1990 to 2020 by intercomparing the thematic-class data before 2013 and combined TM and ETM+ data after 2013) (Xu 2007; Szabó et al. 2016) are all calculated based on the original band, and elevation and slope are computed from digital elevation model (NASA Shuttle Radar Topography Mission Digital Elevation 30 m) data in GEE. The thematic-class products (GFC global forest change, GSW global surface water, and GISA global impervious surface area) are obtained on GEE and from http://irsip.whu.edu.cn. These thematic-class products are based on global Landsat data with a spatial resolution of 30 m with continuous updating. Among them, GISA uses a machine learning classification framework and postprocessing of luminous data to ensure the accuracy of the product. Similarly, GFC and GSW are calculated with the different spectral indices and fully take into account the influence of seasons.

Remote Sensing Data Sources

The GEE platform (https://earthengine.google.com) provides the Landsat data set of the U.S. Geological Survey (USGS, https://www.usgs.gov), and the Landsat surface reflectance data used in this study have conducted systematic atmospheric and terrain correction. Considering the quality of the Landsat data, we chose the Landsat 8 OLI data after 2013 and combined TM and ETM+ data before 2013. Images from June to September of each year were used to filter the production of training data. There are 157×8 Landsat scenes per year for the entire study area, and in practice, it will be less than this amount because of missing images. The Normalized Difference Vegetation Index (NDVI), Normalized Difference Built Index (NDBI), and Modified Normalized Difference Water Index (MNDWI) (Xu 2007; Szabó et al. 2016) are all calculated based on the original band, and elevation and slope are computed from digital elevation model (NASA Shuttle Radar Topography Mission Digital Elevation 30 m) data in GEE. The thematic-class products (GFC global forest change, GSW global surface water, and GISA global impervious surface area) are obtained on GEE and from http://irsip.whu.edu.cn. These thematic-class products are based on global Landsat data with a spatial resolution of 30 m with continuous updating. Among them, GISA uses a machine learning classification framework and postprocessing of luminous data to ensure the accuracy of the product. Similarly, GFC and GSW are calculated with the different spectral indices and fully take into account the influence of seasons.

Table 1. Definition of each category and sample distribution.

<table>
<thead>
<tr>
<th>Class</th>
<th>Definition</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cropland</td>
<td>Orchards and cropland, including paddy fields and dry fields</td>
<td>620</td>
</tr>
<tr>
<td>Forest</td>
<td>Forestry land used for growing trees and bamboo etc.</td>
<td>580</td>
</tr>
<tr>
<td>Shrub</td>
<td>Low shrubs and areas with low vegetation cover</td>
<td>137</td>
</tr>
<tr>
<td>Grass</td>
<td>All kinds of grasslands that grow mainly herbaceous plants, including shrub grassland and sparse forest grassland</td>
<td>102</td>
</tr>
<tr>
<td>Water</td>
<td>Land used for natural terrestrial waters and water conservancy facilities</td>
<td>680</td>
</tr>
<tr>
<td>Snow/ice</td>
<td>Land covered with snow year-round</td>
<td>140</td>
</tr>
<tr>
<td>Barren</td>
<td>Land that has not yet been used or that is difficult to use</td>
<td>304</td>
</tr>
<tr>
<td>Impervious</td>
<td>Urban and rural residential areas and other industrial, mining, and transportation land</td>
<td>496</td>
</tr>
<tr>
<td>Wetland</td>
<td>Land with flat and low-lying terrain, seasonal or year-round accumulation of water, and growing wet plants on the surface</td>
<td>146</td>
</tr>
</tbody>
</table>

Figure 1. Study area of the Yangtze River basin.
Sample Data
The classification system in this article is the same as CLCD’s classification system, including cropland, forest, shrub, grassland, water, snow and ice, barren, impervious, and wetland. Due to the excellent basis of CLCD, only a small number of samples are needed as training data. High-quality training and validation samples are evenly distributed in the study area and provided for supervised classification by combining the Google Earth HD map and GEE platform sample-making tools. In total, 1700 training samples and 1505 validation samples were selected independently in 1995, 2005, and 2015.

Anthropomorphic and Natural Data
Natural and social factors have a profound impact on LULC change. Seven major potential factors were selected in this study to test their impact on LULC change in YRB (Table 2), including population density (POP), gross domestic product (GDP), annual average precipitation (PRE), annual average temperature (TEM), net primary productivity (NPP), Normalized Difference Vegetation Index (NDVI), and digital elevation model (DEM). The data were downloaded from the Resource and Environmental Science Data Center of the Chinese Academy of Sciences (https://www.resdc.cn).

Method
The process was implemented on the GEE platform and ArcGIS, shown in Figure 2. First, the categories of forest, water, and impervious surface in CLCD were compared with GFC, GSW, and GISA data year by year to derive the disputed area. Then the Landsat data of the disputed area were used to reclassify by the RF classifier. Next, through using visually interpreted and third-party validation samples, the classification accuracy was calculated and compared to verify the reliability of our LULC results. LULC change is also analyzed by quantifying the individual changes and interconversions of each category. Finally, through the process of the time-series analysis of land use degree, we transformed the LULC categories into 5-year land use degree data, and the natural and social drivers are analyzed by using GTWR model on ArcGIS.

Data Processing and Classification
Image data sets and computing services on the GEE platform make the cloud removal process easy and efficient to execute by the CFmask algorithm (Zhu and Woodcock 2012). We selected data from June to September of each year because it is the vegetation growing season and the hydrological conditions are stable (Guo et al. 2008). RF classification algorithm is used for processing large-scale and complex data (Belgiu and Drăguţ 2016) and has been widely used in LULC classification because it is good at overcoming the noise in the data and the overfitting problem of training (Na et al. 2010). Zhang et al. (2020) compared the contribution of the auxiliary feature vectors for RF classification in LULC studies (Zhang and Yang 2020) and showed that the accuracy of RF classification can be improved more by adding auxiliary feature vectors, such as spectral indices and elevation information. Taking into account the classification target category of this study and the physical geography of the study area, five auxiliary feature vectors (NDVI, MDWI, NDBI, DEM, and slope) and the original spectral band are added as the input features to the RF classifier (Hoshikawa and Umezaki 2014). After experimental comparison, stable classification performance can be obtained when the number of decision trees of the RF classifier is set to 200.

Accuracy Assessment
To assess the accuracy of our results, we use a visually interpreted test set (1505 in total) and a third-party test set (Geo-Wiki) (4226 in total). Based on our results, the data (CLCD, GFC, GISA, and GSW) are verified to be very stable each year. The accuracy validation in 1995, 2005, and 2015 proves the stability of our products, which allows the comparison with other data products in 2015. In addition, we also validated our results with CLCD, FROM, GLC, and GLCFCS30 on the validation sample of Geo-Wiki. Furthermore, the accuracy of our results was validated by confusion matrices, including producer’s accuracy (PA), user’s accuracy (UA), overall accuracy (OA), and kappa coefficients.

Table 2. Anthropomorphic and natural data*.

<table>
<thead>
<tr>
<th>Data Name</th>
<th>Time</th>
<th>Spatial Resolution (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPP</td>
<td>2000, 2005, 2010</td>
<td>500</td>
</tr>
<tr>
<td>DEM</td>
<td>2000</td>
<td>30</td>
</tr>
</tbody>
</table>

POP = population density; GDP = gross domestic product; PRE = annual average precipitation; TEM = annual average temperature; NPP = net primary productivity; NDVI = Normalized Difference Vegetation Index; DEM = digital elevation model.

*Table 2. Anthropomorphic and natural data.

Figure 2. Methodology and flowchart.
Time-Series Model of Land Use Degree

The land use degree model is commonly used in LULC change analysis, which was developed from the original cropland use intensity model by Wang et al. (2010). Liu et al. (2020c) proposed a new quantitative analysis method for land use degree that has been applied in China (Liu et al. 2020c). This method divides the land use degree into four levels according to the balance state of the land cover under the influence of natural/social factors. The setting of the land use degree index is shown in Table 3.

The quantitative model of land use degree distinguishes the natural land cover and man-made land use by assigning different weight values to different land types so that the disordered LULC categories become orderly (Liu et al. 2020d). As shown in Figure 3, the LULC results within every 5 years (corresponding to the natural/social factors data) are considered as a whole. The land use degree indices over the five years are summed up to represent the overall contribution of different LULCs over the five years with reducing the effect of classification errors. In addition, our method provides more information when compared to the direct use of the land use index data for a single year since five to 20 indexes have more details than one to four indexes.

GTWR Model

The GTWR model is a classical model for the study of spatial heterogeneity in long time series. The GTWR model incorporates the time dimension into the geo-weighted regression model, which can obtain a better fit and make the estimation results more effective (Ma et al. 2018). Correlation calculations and multicollinearity tests are indispensable processes before being input into the GTWR model (Ran et al. 2019). Therefore, we calculated the Spearman correlation coefficients between the drivers and the land use degree data, which can respond to the degree of correlation between land use data and other spatial attribute data (Myers and Sirois 2004; Tran et al. 2010). In addition, due to different natural/social factors that exist with different temporal and spatial resolutions, the uniformization process is done before the correlation analysis. Finally, we select the factors with higher correlations and then exclude those with variance inflation factor (VIF) over 5 as dependent variables into the GTWR model. In this article, the base distance is set to the Chinese municipal administrative divisions of YRB considering the stability of the GTWR model. The GTWR model developed in this study depicts the quantitative spatial-temporal relationships of the LULC drivers, and its overall structure is described as follows:

\[ y_i = \beta_0(u_i, v_i, t_i) + \sum \beta_k(u_i, v_i, t_i) x_{ik} + \epsilon_i \]  

where \( i = 1, 2, \ldots, n \) denotes a city region; the dependent variable \( y_i \) refers to the LUD for each city; \( x_{ik} \) represents the driver factors; \( u_i, v_i, t_i \) are the longitude, latitude, and time, respectively; \( \beta_0 \) is the intercept value; \( \beta_k \) is a set of parameter values; and \( \epsilon_i \) is the random error.

Results and Analysis

Classification Results and Accuracy Assessment

Partial LULC results are shown in Figure 4, and the study area was dominated mainly by forest (46.23%), cropland (28.40%), and grassland (18.18%). As in Figure 4, most of the natural forests in the basin are located in the middle and upper parts. The Sichuan Basin, the Central Plain, and the Yangtze River delta plain are the main agricultural areas. The grassland, barren, and snow land are located in the alpine areas of the Qinghai-Tibet Plateau in China. The downstream is rich in water resources, and the cities are scattered, with the largest urban agglomeration in the Yangtze River delta, including Shanghai and Nanjing. Finally, most of the wetlands are located near Taihu Lake, Poyang Lake, and Dongting Lake.

Good accuracy of the LULC classification results is an important prerequisite for subsequent computational analysis. Based on the validation sample of visual interpretation in 1995, 2005, and 2015, the overall accuracy of this study reached 80%–83%, and the kappa coefficient of this study is about 0.79, which proves that the validation results are stable and reliable. For each category, forest, snow/ice, and barren have the highest classification accuracy of around 90%, while cropland, shrubs, water, impervious surface, and grassland are relatively high with all accuracy of above 70% as well. The classification of wetland categories has also improved considerably after our efforts and reached 60.71%, which makes up for the lack of other data in this area. In the comparison with CLCD, the accuracy of some categories of our product remains similar, while the accuracy in cropland, barren, impervious surface, and wetland are all improved. Therefore, our results have advantages and make up for the shortcomings of the other products.

To verify the effect of our method on CLCD enhancement, we intercepted part of the result of CLCD and this study, shown in Figure 5. It can be seen by comparison with the Google HD map that there is an obvious misclassification of mountain shadows into the water in CLCD (Figure 5d). By the method of this article (after intercomparison and reclassification with GSW), the misclassified part is completely removed. On the Google HD map in Figure 5b, we can see that there
is a large intermittent wetland area that occurs during the dry seasons and is inundated during the wet seasons in the middle of the shoreline and the lake inundation area (Yang et al. 2020). This area was not well classified in the CLCD and was misclassified as cropland, which was partially corrected after our reclassification. However, it is still a bit flawed because some areas were not involved in the intercomparison, and, on the other hand, the spectral characteristics of wetlands are easily confused with the spectra of other land types (Mahdavi et al. 2018). Furthermore, by adding the sample of the exposed riverbed, it is also easy to see in Figure 5f that the area that was originally misclassified as impervious surface is well identified as barren. These comparisons show that our work has trustworthy accuracy and effectively improves the accuracy of CLCD in YRB.

Table 4. Validation of the results in this article based on visually interpreted test samples in 1995, 2005, and 2015.

<table>
<thead>
<tr>
<th></th>
<th>Cropland</th>
<th>Forest</th>
<th>Shrub</th>
<th>Grassland</th>
<th>Water</th>
<th>Snow/Ice</th>
<th>Barren</th>
<th>Impervious</th>
<th>Wetland</th>
<th>OA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1995 PA (%)</td>
<td>71.64</td>
<td>87.35</td>
<td>91.3</td>
<td>67.42</td>
<td>74.17</td>
<td>90.91</td>
<td>90.32</td>
<td>88.73</td>
<td>1</td>
<td>79.55</td>
</tr>
<tr>
<td>1995 UA (%)</td>
<td>94.3</td>
<td>94.57</td>
<td>48.38</td>
<td>94.9</td>
<td>96.43</td>
<td>50</td>
<td>47.73</td>
<td>63</td>
<td>12.09</td>
<td>82.66</td>
</tr>
<tr>
<td>2005 PA (%)</td>
<td>80.39</td>
<td>86.95</td>
<td>89.29</td>
<td>70.1</td>
<td>76.16</td>
<td>95.24</td>
<td>91.59</td>
<td>85.86</td>
<td>96.67</td>
<td>82.31</td>
</tr>
<tr>
<td>2005 UA (%)</td>
<td>93.45</td>
<td>96.38</td>
<td>40.32</td>
<td>94.91</td>
<td>93.57</td>
<td>50</td>
<td>55.68</td>
<td>85</td>
<td>31.87</td>
<td>82.66</td>
</tr>
<tr>
<td>2015 PA (%)</td>
<td>82.19</td>
<td>89.02</td>
<td>88</td>
<td>71.92</td>
<td>74.71</td>
<td>92</td>
<td>94.78</td>
<td>73.81</td>
<td>60.71</td>
<td>82.66</td>
</tr>
<tr>
<td>2015 UA (%)</td>
<td>92.02</td>
<td>96.38</td>
<td>35.48</td>
<td>92.41</td>
<td>90.71</td>
<td>57.5</td>
<td>61.93</td>
<td>93</td>
<td>30.77</td>
<td>82.66</td>
</tr>
</tbody>
</table>

PA = producer’s accuracy; UA = user’s accuracy; OA = overall accuracy.

Figure 5. Google HD maps, China land cover data set (CLCD), and land use and land cover classification of this study.
Long-Time Spatial-Temporal Change Characteristics

The process and trend of LULC change are calculated for each category from 1990 to 2020 based on the LULC generated in this study (Figure 6). Impervious areas covered 4.28 million ha in 2020, sprawling unprecedentedly over the past 30 years and increasing more than three times relative to that in 1990, which is also consistent with GISA data. In general, impervious areas far exceed other categories in terms of the magnitude of change. Cropland area was dropped to 54.65 million ha in 2020 with a decrease of 6.12% when compared to 1990. The significant increase in forest land area by 4.04% (3.22 million ha) was due to China’s positive response to the Grain for Green program (Robbins and Harrell 2014), especially in the middle and upper streams, while the lower stream remained stable (Xu et al. 2020). The area of surface water increased by 6.09% (0.2 million ha), especially after 1995, when the development of hydropower was proposed by the Ninth Five-Year Plan of China. The increasing reservoir and dam construction were some of the reasons accounting for the surface water extension (Ali et al. 2019). Barren declined slightly by about 9.00% until 1997, then trended steadily upward about 38.11% and grew significantly faster after 2015. After the adjustment, the area of the exposed riverbank upstream was classified in the barren category. YRB was flowing fast between 1990 and 2000, when a large amount of sediment was carried downstream by the current. With the construction of the water conservancy facilities afterward, the river flow velocity decreased, which reduced the amount of sand transported by the river (Chen et al. 2001). In particular, the completion of the Three Gorges Dam after 2015 caused more than 90% of the sediment to be retained in the upper basin of the Yangtze River (Yang et al. 2018), thus creating an elevated riverbed and increased barren. The wetlands have experienced dramatic changes (some of the fluctuations may also come from classification errors), with an increase of 0.03 million ha overall. The fragmentation of the wetland landscape in the basin is significant (Rui et al. 2017), and the construction of some wetland parks may account for some of the increase. Shrub decreased significantly by 50%, and the snow/ice land varied in a regular undulating pattern, covering an average of 0.33 million ha. Grassland continued to decline by 6.99% to 36.54 ha in 2020. Since grassland is located mainly on the Tibetan Plateau with less effect by human activities, the impact of climate change on vegetation in vulnerable areas is the main cause.

The years 1990, 2000, 2010, and 2020 are chosen to study the land transfer process, and 100 major transformations are selected to make Sankey diagrams (Figure 10). The vegetation cover area (forest, cropland, shrub, and grassland) remained largely unchanged over the years, but its internal transformations were frequent. There is a large mutual transfer of cropland and forestland, and large deforestation and afforestation occur during this time. Also, the imaging period error of the image itself and the different image quality (Landsat-8 has better image quality) have some influence. It can be observed that the main origin of impervious surface area growth is cropland, as is the case with water, which explains the decrease of cropland. This is due to the urban development that continues to occupy the surrounding cropland, and the policy of returning farmland to forests and lakes implemented in China is also a reason. The wetland area is small and relatively independent, and its transformation is not within the top 100, so it is not reflected in the figure.

Driving Force Analysis

LULC change is a complex process influenced by natural and social factors (Fox and Vogler 2005). In this article, the correlations between natural/social factors and land use degree were calculated with little overall fluctuation, and their average values are shown in Table 5. Among them, Correlation coefficients above 0.3 were considered to be relevant, while those above 0.6 were considered to be high. Then POP, TEM, PRE, and DEM were selected as independent variables input to the GTWR model because of the high correlation coefficients, where GDP was excluded due to its VIF value being greater than 5 in Table 6. Finally, our GTWR is set with land use degree as the dependent variable; POP, TEM, PRE, and DEM as the independent variables; the spatial dimension as the location of each municipality mass center; and the temporal dimensions as 1990, 1995, 2000, 2005, 2010, and 2015.

Figure 6. Statistics of land use and land cover changes in each class.

Figure 7. Sankey diagram of land use transfer flows from 1990 to 2020.
We finally obtained a GTWR model with a goodness of fit of 0.91, an Akaike information criterion of 1281.36, and a spatial-temporal distance ratio of 0.2688. After a comparison of goodness of fit, the model outperformed the geographically weighted regression model (0.81) and the ordinary least squares model (0.79).

Using the university kriging interpolation, the GTWR fitting results are presented visually, and the coefficients of the respective variables are selected for the earliest year (1990) and the latest year (2015), as shown in Figure 8. From the distribution of POP coefficient values, we can see that human activity plays a driving role in the LULC of YRB, being the most obvious especially in the middle region, and the no-man’s-land in the highland region can be disregarded. This result is also consistent with the results of the driving analysis of LULC changes in the Savannah River and Muga watersheds (Zurqani et al. 2018; Belay and Mengstu 2019). Meanwhile, natural factors also have a strong influence on LULC changes by affecting the growth of natural vegetation (Hu and Hu 2019). The DEM, on the contrary, is negatively correlated with land use degree in YRB, indicating that the plains at low elevation are suitable for land development and utilization, while the higher the elevation is, the more difficult it is to develop the area. However, the effect of PRE on land use degree is more complex, with a large amount of rainfall occurring in the middle and lower reaches of YRB, so, on the one hand, PRE explains well the development of urban areas in the middle and lower reaches, while, on the other, the forested land with lower land use degree within these areas shows a negative drive. The TEM shows an overall positive drive, but there is some counter-drive in the downstream and mid-basin regions, and the negative drive has expanded in the mid-basin.

Table 5. Average of coefficients between all the factors.

<table>
<thead>
<tr>
<th>LUD</th>
<th>GDP</th>
<th>POP</th>
<th>NPP</th>
<th>TEM</th>
<th>PRE</th>
<th>NDVI</th>
<th>DEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUD</td>
<td>GDP</td>
<td>0.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP</td>
<td>POP</td>
<td>0.63</td>
<td>0.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POP</td>
<td>NPP</td>
<td>0.15</td>
<td>0.43</td>
<td>0.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPP</td>
<td>TEM</td>
<td>0.51</td>
<td>0.77</td>
<td>0.78</td>
<td>0.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TEM</td>
<td>PRE</td>
<td>0.33</td>
<td>0.52</td>
<td>0.52</td>
<td>0.44</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>PRE</td>
<td>NDVI</td>
<td>0.04</td>
<td>0.01</td>
<td>-0.06</td>
<td>0.04</td>
<td>0.01</td>
<td>-0.20</td>
</tr>
<tr>
<td>NDVI</td>
<td>DEM</td>
<td>-0.57</td>
<td>-0.84</td>
<td>-0.84</td>
<td>-0.44</td>
<td>-0.87</td>
<td>-0.60</td>
</tr>
</tbody>
</table>

LUD = Land use degree; GDP = gross domestic product; POP = population density; NPP = net primary productivity; TEM = annual average temperature; PRE = annual average precipitation; NDVI = Normalized Difference Vegetation Index; DEM = digital elevation model. The p-values for all significance tests are much less than 0.001.

Table 6. Variance inflation factor validation for different factors.

<table>
<thead>
<tr>
<th>Factors</th>
<th>GDP</th>
<th>POP</th>
<th>NPP</th>
<th>TEM</th>
<th>PRE</th>
<th>NDVI</th>
<th>DEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factors</td>
<td>VIF</td>
<td>5.04</td>
<td>3.81</td>
<td>1.13</td>
<td>1.15</td>
<td>2.82</td>
<td>1.04</td>
</tr>
</tbody>
</table>

GDP = gross domestic product; POP = population density; NPP = net primary productivity; TEM = annual average temperature; PRE = annual average precipitation; NDVI = Normalized Difference Vegetation Index; DEM = digital elevation model; VIF = variance inflation factor.

The accuracy is lacking in shrubs and grasses, it is still excellent when compared to FROM_GLC and GLCFCS30.

Trends in LULC Change

Landsat images in 1990 and 2020 were selected and did change area coloring to highlight the change areas and to show the trends of LULC changes in YRB. As shown in Figure 9, five typical LULC changes are compared. Figure 9A illustrates the urban expansion of Shanghai, which has tripled in size in 20 years, with the rapid expansion of its main urban area and surrounding satellite cities taking over areas of previously cropland. Figure 9B shows the rapid development of fisheries around Chaohu Lake, which is an important component of the new cropland. Figure 9C illustrates the open-pit mines from 2011 and shows the spatial detail at the 30-m resolution scale. Figure 9D is the transformation of cropland in the bend of the Yangtze River, which occupies the original mudflats and wetlands. Figure 9E shows the increase in water surface area upstream of the dam before and after the Three Gorges Water Conservancy Project.

Limitations and Future Work

With the GEE platform, we made improvements to the CLCD in YRB using three thematic products (GFC, GISa, and GSW). This method has been proven to greatly reduce the workload when compared to retraining the classifier for the whole basin and to obtain good results.

Table 7. Comparison of mapping accuracy based on Geo-Wiki test samples for this study, CLCD, FROM_GL, and GLCFCS30.

<table>
<thead>
<tr>
<th>LULC</th>
<th>Cropland</th>
<th>Forest</th>
<th>Shrub</th>
<th>Grassland</th>
<th>Snow/Ice</th>
<th>Bare</th>
<th>Impervious</th>
<th>OA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>This study</td>
<td>PA (%)</td>
<td>60.65</td>
<td>72.86</td>
<td>33.33</td>
<td>25.33</td>
<td>100</td>
<td>69.15</td>
<td>62.45</td>
</tr>
<tr>
<td></td>
<td>UA (%)</td>
<td>76.50</td>
<td>84.33</td>
<td>2.17</td>
<td>28.02</td>
<td>3.85</td>
<td>2.95</td>
<td>51</td>
</tr>
<tr>
<td>CLCD</td>
<td>PA (%)</td>
<td>58.83</td>
<td>68.93</td>
<td>33.33</td>
<td>25.32</td>
<td>100</td>
<td>65.90</td>
<td>57.81</td>
</tr>
<tr>
<td></td>
<td>UA (%)</td>
<td>78.99</td>
<td>82.61</td>
<td>2.45</td>
<td>29.67</td>
<td>3.84</td>
<td>3.21</td>
<td>49.57</td>
</tr>
<tr>
<td>FROM_GL</td>
<td>PA (%)</td>
<td>62.24</td>
<td>66.57</td>
<td>11.11</td>
<td>18.46</td>
<td>100</td>
<td>61.71</td>
<td>54.76</td>
</tr>
<tr>
<td></td>
<td>UA (%)</td>
<td>54.02</td>
<td>79.86</td>
<td>4.80</td>
<td>28.99</td>
<td>1.92</td>
<td>11.44</td>
<td>41.5</td>
</tr>
<tr>
<td>GLCFCS30</td>
<td>PA (%)</td>
<td>45.71</td>
<td>73.06</td>
<td>5.88</td>
<td>19.60</td>
<td>66.67</td>
<td>75</td>
<td>60.12</td>
</tr>
<tr>
<td></td>
<td>UA (%)</td>
<td>70.41</td>
<td>64.49</td>
<td>0.44</td>
<td>30.82</td>
<td>3.85</td>
<td>4.46</td>
<td>49</td>
</tr>
</tbody>
</table>

CLCD = China land cover data set; OA = overall accuracy; PA = producer’s accuracy; UA = user’s accuracy.
accuracy. However, CLCD data are missing for products from 1986 to 1989 due to the commercial preorder acquisition plan of Landsat 5 before 1990, which further limited its availability in China before 1990 (Loveland and Dwyer 2012). In addition, based on the higher classification accuracy of the results in this article, we derived a more credible land distribution and change in YRB from 1990 to 2020. However, some driver data are not openly available, which will be the main work of our next study. In general, in the future, we would like to complement and expand the pre-1990 LULC products by combining other sensor data and collect more detailed driving factors to deeply understand the driving forces of LULC changes in YRB.

Conclusions
The YRB is of great ecological and economic significance to China. Continuous and accurate LULC mapping of YRB is important for both fine-resolution monitoring and sustainable development within the basin, and it is also a basic parameter for studying the ecological environment and climate change in the basin. In this article, we propose an optimization algorithm based on the open-access CLCD data set and produce annual 30-m LULC maps of YRB from 1990 to 2020. The results show an improvement of accuracy of about 82.66%, which is higher than CLCD’s 77.21% and two other global LULC products. Similarly, in the third-party validation sample, Geo-Wiki, the results of this article also achieved higher precision when compared to the other three LULC products. In addition, the LULC changes dramatically in YRB between 1990 and 2020. The impervious surface has more than tripled, and cropland is decreasing and converting to the impervious surface, forestland, and water. Using the GTWR model, we found that anthropogenic activities play an important role in driving LULC change within YRB, while natural factors do the opposite, with both DEM and PRE factors limiting the improvement of land use degree. Therefore, it is necessary to develop a rational way for sustainable development. Finally, the annual 30-m LULC data from 1990 to 2020 in this article will be well combined with hydrological data for deeper exploration of the environment and climate change for YRB.
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A Boundary-Based Ground-Point Filtering Method for Photogrammetric Point-Cloud Data

Seyed Mohammad Ayazi and Mohammad SaadatSereshit

Abstract

Ground-point filtering from point-cloud data is an important process in remote sensing and the photogrammetric map-production line, especially in generating digital elevation models from airborne lidar and aerial photogrammetric point-cloud data. In this article, a new and simple boundary-based method is proposed for ground-point filtering from the photogrammetric point-cloud data. The proposed method uses the local height difference to extract the boundaries of objects. Then the extracted boundary points are traced to generate polygons around the borders of any objects on the ground. Finally, the points located inside these polygons, which are classified as non-ground points, are filtered. The experimental results on the photogrammetric point cloud show that the proposed method can adapt to complex environments. The total error of the proposed method is about 8.96%, which is promising in these challenging data sets. Moreover, the proposed method is compared with cloth simulation filtering, multi-scale curvature classification, and gLiDAR methods and gives better results.

Introduction

Ground-point filtering is an important step for generating a digital elevation model from a point cloud. Having a digital elevation model is a prerequisite for many application, including urban planning, 3D change detection, land use classification, and object extraction (Shan and Toth 2018). Currently, lidar and optical images are mostly used to generate point clouds, which are called lidar and image-based point clouds, respectively. Usually, a lidar point cloud contains the first and last pulses with sharp discontinuities around the borders of 3D objects (Axelsson 2000). However, an image-based point cloud contains only a single response for each position, with a smoothing effect around the borders of 3D objects. Most existing point-cloud filtering methods are developed for lidar point clouds. However, there are a few methods focused on image-based point clouds (Serifoglu Yilmaz et al. 2018; Zeybek and Şanlioğlu 2019).

The current ground-point cloud filtering methods can be divided into four categories: morphological filtering methods, surface-based methods, slope-based methods, and machine-learning methods. Each of them solves a specific point-cloud filtering challenge. These challenges include the study-area type (flat, relief, or mountainous), object size, the height difference, object type (constructed or natural), and point density (Shan and Toth 2018).

The first category is mathematical morphological filtering methods on a lidar point cloud (Chen et al. 2007; Li et al. 2013; Pingel et al. 2013; Hui et al. 2016). The basic operations in these methods include opening, dilation, and erosion, or a combination of them. These methods can perfectly remove non-ground objects in flat areas, but they are sensitive to object size in relief or mountainous areas. Sometimes these methods remove small hills when the structure element selected is larger than the hill size. As an alternative to basic morphological methods, the geodesic dilation method (Arefi and Hahn 2005) can solve the problem of window size. Although geodesic dilation works well in lidar point clouds with all area types, it does not work well for non-sharp 3D objects such as buildings and trees in photogrammetric point clouds. In addition, morphological filtering methods do not work well in photogrammetric point clouds from large forest areas. Particularly if these forest areas are located in mountainous areas, the ground-point filtering challenges are intensified.

An alternative approach for ground-point cloud filtering is surface-based methods. These methods—such as the triangulated irregular network (TIN) model (Axelsson 2000; Shi et al. 2018), the active shape model (Elmqvist 2002), weighted iterative least-squares interpolation (Qin et al. 2017), thin plate spline (Cheng et al. 2019), and the cloth simulation model (W. Zhang et al. 2016)—extract the ground points by approximating the bare earth using a parametric surface. Generally, these methods select or extract ground seed points. Then these points are iteratively densified to generate a DEM, which gradually refines the ground surface by using a certain threshold. These methods depend on the size of the grid for selecting ground seed points and the angle thresholds for grouping other ground points. However, object size affects the performance of these methods. In order to obtain the ground surface, the grid size used must be larger than the object size. Although surface-based methods are suitable for forest areas, they fail in photogrammetric point clouds due to the lack of last pulses for selecting the lowest pulses.

The second alternative solution for ground-point cloud filtering is slope-based methods (Vosselman 2000). For identifying ground points (low points) and non-ground points (high points), these methods use the local height differences of adjacent points. Accordingly, Sithole and Vosselman (2001) improved them by applying a certain threshold for terrain slopes. In addition, Meng et al. (2009) used a slope-based method for selecting adjacent points by selecting the direction of the scanning. These methods do not work well with low-density point clouds, smooth objects, or steep terrains.

Another alternative approach for separating non-ground points from ground points is the application of machine learning. Support vector machines, random forests, and artificial neural networks have been used for this task (Chehata et al. 2009; Niemeyer et al. 2012; J. Zhang et al. 2013). Recently, deep-learning methods have been developed for point-cloud filtering (Hu and Yuan 2016; Gevaert et al. 2018; Rizaldy et al. 2018, Jin et al. 2020). Although these machine-learning methods have good outcomes in lidar point clouds, they are not generalizable for photogrammetric point clouds. Moreover, deep-learning methods require big data sets with different area types as well as a large variety of 3D objects; however, such data sets are not available for photogrammetric point clouds.

Generally, ground-point cloud filtering methods have been found promising in lidar point clouds but have not yet been sufficiently developed for photogrammetric point clouds. Particularly, challenges such as mountainous areas, large forests, and a lack of the last pulse have led to the failure of most existing methods in filtering ground points from photogrammetric point clouds. In this article, a new boundary-based method is presented for ground-point filtering from photogrammetric point clouds.
point clouds. This method can be classified as a slope-based method. The proposed method can filter non-ground points in a complex mountainous data set, whereas most previous methods cannot completely filter non-ground points from a photogrammetric point cloud.

The Proposed Method

Overview

This article presents a new boundary-based method for filtering ground points from photogrammetric point clouds. Figure 1 illustrates the workflow of the proposed method. The proposed method assumes that there is a height jump (step) between ground points and non-ground points in a certain local neighborhood. In addition, this method removes the noises from the point cloud in the preprocessing step. In the next step, the proposed method computes the appropriate dimensions of a window which will move over all the points to find neighborhood points. After the window size is obtained, neighboring points are selected to compute the height differences. Higher points are labeled as object points (trees and buildings, among others). This process classifies only the non-ground points which are located in the boundaries of objects. After the boundary object points are extracted, a polygonal mask is generated from these non-ground points. The points of this polygonal mask are determined using the TIN. Finally, all the points located inside the polygonal mask are selected as non-ground points and all the other ones are labeled as ground points.

Preprocessing

The proposed method uses object boundaries and the local height differences of the adjacent points that are located around the borders of the objects. Hence, the noises affect the results, especially if these points are close to the borders of the objects. It should be noted that isolated and non-contiguous noises do not affect the results, because these points are grouped into segments. Very small segments are not taken into account (this will be discussed later). Therefore, CloudCompare software is used to remove noises. This software uses the statistical outlier removal method to remove noises, which uses the average of distances between adjacent points.

Window Dimension Determination

The neighborhood points are selected using a square window (Figure 2). The dimensions w of the window depend on the point-cloud density. One of the advantages of a photogrammetric point cloud is that the horizontal point spacing is approximately equal to the ground sample distance of the images. The ground sample distance of the photogrammetric point cloud is used to find the maximum distance between the neighborhood points, which is denoted by \( d_{\text{max}} \). Since the window moves above the point cloud, the maximum point-to-point distance \( d_{\text{max}} \) is used for obtaining the window size. According to Figure 2, in order to consider all the points, the dimensions w of the window are selected as double the maximum distance (2\( d_{\text{max}} \)).

Extraction of the Boundary Object Points

Now, for each point in the point cloud, its adjacent points are extracted in 2D space. If the height difference between the highest point and the lowest point is greater than a certain height threshold \( T_h \), then these points are labeled as boundaries for the non-ground points (Figure 3). The height threshold is set based on the heights of existing objects. For example, the minimum height of the buildings is about 3 m. The minimum height of cars is about 1.5 m. For trees, the heights are much greater. Figure 3 presents some examples of the extracted boundary objects of the buildings (c) and tree objects (b).

Mask Generation

The previously extracted points are the boundaries of the non-ground objects. Since the extracted boundary points are similarly labeled as non-ground points, they should be uniquely labeled based on their homogeneity. Therefore, the boundary points are segmented using the region-growing method such that the boundary points of an individual object are grouped in a unique segment. For this step, a certain distance \( r \) equal to two times (or more) the distance of \( d_{\text{max}} \) is used. However, some boundary points might be missed during this process. This problem appears when low-rise objects such as cars and trees are located.

![Figure 1. Workflow of the proposed method.](image)

![Figure 2. Window size: (a) 2D space and (b) 3D space.](image)

![Figure 3. Examples of the extracted boundary points of non-ground objects: (a) all non-ground boundary objects, (b) tree boundaries, and (c) building boundaries.](image)
around the borders of buildings. Therefore, the height difference between the building roof and the neighborhood object may be less than the height threshold. Due to this problem, the boundary points are not completely extracted. The proposed method therefore uses a distance equal to at least two times the maximum distance $d_{\text{max}}$.

After the boundary-segmentation process, a TIN is generated for each segment (Figure 4b). Now, we can create a polygon (mask) for each segment by using its TIN (Figure 4d). Awrangjeb (2016) used the same method to trace building boundary points. He used a distance threshold $d_{\text{th}}$ equal to two times the maximum distance to remove unwanted triangle sides, where a TIN generates a convex polygon for the given point set (Figure 4b). Therefore, $d_{\text{th}}$ is used to generate a more realistic shape (a concave shape, as shown in Figure 4c).

The triangle sides belonging to one triangle are located on the boundary. Then the points of these sides are extracted and traced by using the correlations between the points in the TIN, as each side connects two consecutive points. In this way, the points of the polygon are extracted in the form of a series of consecutive points behind each other (red line in Figure 4d). From the previous sections, we find that segments of fewer than three points are not taken into account because the TIN will not be generated from them. These points may be noise (see “Preprocessing” earlier).

Ground-Point Labeling

Finally, point labeling is done according to the extracted polygonal masks. So after all polygons are extracted for all objects, the points that are located inside these polygons are labeled as non-ground points (Figure 4e). This process selects entire points within the polygons as non-ground points. The remaining points in the point cloud are considered as ground points.

Comparison Methods

The performance of the proposed method is compared here with that of some popular ground-point cloud filtering methods that are available.
for comparison studies: cloth simulation filtering (CSF), multi-scale curvature classification (MCC), and glIDAR.

The MCC method is applied by the MCC-LiDAR open-source command-line tool (Hudak and Shrestha 2013). This method generates a raster surface through thin plate spline interpolation. It uses curvature and a scale threshold in three scale domains: 0.5, 1, and 1.5. If the method model converges in a scale domain, then the scale and curvature are changed and the process continues with the next scale domain until a convergence threshold value is achieved (Evans and Hudak 2007).

The glIDAR method is applied by the non-commercial glIDAR software (GeMMA Lab 2013). This method uses thin plate spline interpolation to determine non-ground points and ground points. The glIDAR method has two major steps. In the first step, a maximum size parameter is used to remove points that belong to the largest object. In the second step, the filtered ground points are refined using three parameters k, n, and b, where k is the height difference between the digital terrain model and the point that is considered the ground, n is the height threshold used to decide if a point belongs to an object, and b is the ratio between the size of above-ground objects and their responses in the top-hat scale space (Serifoglu Yilmaz et al. 2018).

The CSF method is applied by the open-source CloudCompare software (CloudCompare 2022). This method turns the point cloud upside down (W. Zhang et al. 2016). Then it assumes that a piece of sticky cloth is dropped over the terrain after the terrain is turned upside down.

Experimental Results and Discussion

Two photogrammetric point-cloud data sets are used in the experiments, which cover many point-cloud filtering challenges (trees, forests, buildings, steep mountains, and similar challenges).

Data Sets

The two data sets are named Dehbar and Canopy Forest. Dehbar is a village with the same name in Khorasan province, Iran. Canopy Forest refers to a forest area in Gilan province, Iran. The Dehbar data set covers mountainous areas along with forest, non-forest, and residential areas. UltraCam-D was used to capture aerial images with a standard photogrammetric stereo mode (60% forward overlap and 30% lateral overlap) in both data sets. The ground sample distance of the captured aerial images is 0.1 m. These covered images are prepared through digital photogrammetric processing, and finally a colored point cloud is generated for each data set. The semi-global matching algorithm (Hirschmüller 2008), implemented in Inpho software (Match-T module), is used as the stereo-matching algorithm. Currently, this method is one of the well-known stereo-matching methods for point-cloud generation from aerial images in forest areas (Melin et al. 2017; Goodbody et al. 2019).

The interest area of the Dehbar data set covers approximately 1000×1000×205.6 m³. The dimensions of the Canopy Forest data set are about 600×400×36.26 m³. The interest area of both data sets is shown in Figure 5. Moreover, the Dehbar data set contains low-rise buildings with various shapes and dimensions. The density of the point cloud in the data sets is approximately 4 and 9 points/m², respectively. Hence, the point spacing is about 0.5 and 0.3 m, respectively.

In order to evaluate the results, the ground-truth points were manually extracted by an expert operator. This operation is done by selecting non-ground points of constructed and natural objects. Since the aerial images are taken in stereo mode, the polygons of constructed objects such as buildings are directly extracted by stereo-plotting. In this case, the stereo images serve as input for Inpho software, and then the expert agent directly extracts the polygons of constructed objects. After all

Figure 5. The experimental data sets: (a) the colored point cloud and (b) elevation.
polygons are extracted, the entire points within these polygons are selected as non-ground points. Since some non-ground points may have remained around the borders of polygons, the expert agent again manually selects those points as non-ground if their height meets two conditions: similarity with the height of the roof points of the constructed objects, and a height difference of more than 3 m from other points. This operation is done in Global Mapper software. For selecting reference non-ground points located on tree canopies, a vegetation mask is manually generated by thresholding on the normalized difference vegetation index (Rouse et al. 1973). This index is computed from the generated orthophoto by Inpho software. After the vegetation mask is generated, the entire points within the vegetation mask are labeled as suspected non-ground points. These points are located on tree canopies and low-level vegetation. Hence, points on tree canopies are labeled as non-ground and others are ruled out as ground points. Similar to the previous method for filtering the remaining points around the borders of constructed objects, the non-ground points on tree canopies are manually selected. Selecting the non-ground points on tree canopies is also done in Global Mapper. So all points are labeled as ground truth for ground and non-ground points.

**Evaluation of the Proposed Method**

**Parameter Analysis**

We previously mentioned that the window dimension $w$ must be at least two times the maximum point-to-point distance $d_{\text{max}}$. To avoid missing any points from the window, we used $2.5d_{\text{max}}$. For the distance $r$, we used $2w$, because object boundaries might not be fully extracted. In other words, there may be gaps within the boundaries. Thus, at the mask-extraction step, objects are fragmented into smaller ones. From the foregoing, we conclude that the density of the point cloud significantly affects the performance of the proposed method. Since the point cloud may have low density, large values are chosen for the parameters ($w$ and $r$). As a result, objects that are far from each other will be combined into one segment and the ground points within them will be classified as non-ground points. Therefore, the proposed method is not recommended for low-density point clouds (less than 1 point/m$^2$). Hence, the $d_{\text{th}}$ parameter should be quantitatively analyzed, because its effect on the results is significant.

For the qualitative analysis, the $d_{\text{th}}$ parameter is analyzed for one segment to show its effect on the final generated polygon. As shown in Figure 6, selecting a greater $d_{\text{th}}$ makes the generated polygons larger. Adding more areas gradually turns the polygon into a convex shape, where the black circles in the figure indicate that new areas have been added to the polygon. In other words, with a greater $d_{\text{th}}$, more points are classified as non-ground points, and vice versa. Also, selecting a very small distance (smaller than the region-growing distance $r$) splits the segment into smaller parts. Therefore, the distance $d_{\text{th}}$ must be chosen greater than or equal to $r$. Moreover, the best $d_{\text{th}}$ depends on the contents of the studied area. For rural areas with large forests, larger distances should be used, because there are many plants with low height whose boundaries have not been extracted. Often these plants are located around the extracted forest areas. Thus, choosing a greater distance will ensure that these plants are removed.

For quantitative evaluation, type I, type II, and total error metrics are used. The effect of the distance $d_{\text{th}}$ is quantitatively evaluated in the Dehbar data set. As shown in Figure 7, the results illustrate that type I error is not affected much and has fluctuating values. This means that this error is not linearly related to this parameter. However, the results for type II error improve when the distance $d_{\text{th}}$ is increased. This is due to the removal of the low-height vegetation that was mentioned earlier. The improvement in type II error is accompanied by improvement of the total error.

Also, as presented in Figures 6 and 7, choosing the best $d_{\text{th}}$ is related to the contents of the studied area. Therefore, selecting a $d_{\text{th}}$
value greater than 5 m is good for forest areas. Moreover, removing low-height vegetation improves the result for type II error. In addition, selecting a $d_{th}$ value greater than 5 m does not convert polygons into convex shapes, and thus it maintains polygon shape.

Overall Results

The qualitative and quantitative results of the proposed method are shown in Figure 8 and Table 1, respectively. Figure 8 also presents some of the pros and cons of the proposed method on the Dehbar data set.

For the qualitative evaluation, we visually study the results to find the advantages and disadvantages of the proposed method. However, for the quantitative evaluation, type I, type II, and total error metrics (Sithole and Vosselman 2003) are computed for the results. Type I

![Figure 8](image_url)

Figure 8. The results of the proposed method for the Dehbar data set. (a) and (b) The filtered ground points. (c) and (d) The non-ground points. Blue points are ground points and red points are non-ground points. (e to k) Some examples of the advantages and disadvantages of the proposed method. White areas represent no data.
error is the error percentage in classifying ground points (Equation 1). On the other hand, type II error refers to the error percentage in classifying non-ground points (Equation 2). The total error shows the total ratio of both type I and type II errors (Equation 3):

\[
\text{Type I} = \frac{b}{a + b} \quad (1)
\]

\[
\text{Type II} = \frac{c}{c + d} \quad (2)
\]

\[
\text{Total} = \frac{b + c}{a + b + c + d} \quad (3)
\]

where \( a \) is the number of the ground points that have been correctly classified as ground points, \( b \) is the number of the ground points that have been incorrectly classified as non-ground points, \( c \) is the number of non-ground points that have been incorrectly classified as ground points, and \( d \) is the number of non-ground points that have been correctly classified as non-ground points.

For the qualitative evaluation, we select the Dehbar data set to show the pros and cons of the proposed method because it contains all point-cloud filtering challenges. According to Figure 8a–d, large forest areas which are located on the hillsides have been removed. Also, the forests located in the valley area have been eliminated. Moreover, isolated and small trees have been successfully removed (Figure 8i), and trees located in the mountain cliff are excluded (Figure 8h). This is one of the strong advantages of the proposed method. These results demonstrate that the proposed method is not affected by the terrain type. The high elevation differences of the terrain do not affect the performance of the proposed method, because this method locally extracts boundaries as well as non-ground points. On the other hand, small and large buildings have also been eliminated, despite their small height (Figure 8e–f). Moreover, the other existing 3D objects around the tall building do not reduce the performance of the proposed method. As presented in Figure 8g, some buildings have been partially removed. This is because the building height is low from one side to the neighborhood objects or steep ground. Thus, the building roof is close to the ground from one side and its points are classified as ground points. Therefore, the buildings are not removed completely. Generally, the results presented in Figure 8 demonstrate that the shape type of the studied objects does not have a significant effect on the proposed method.

The disadvantages of the proposed method are also presented in Figure 8. As shown in Figure 8e, some ground points of road objects have been classified as non-ground points. This happens when a large distance \( r \) is chosen. It also might be because of the proximity of the different objects to each other (buildings and trees, among others). The low density of the point cloud also leads to selection of a large window size. These factors merge the boundaries of objects. Thus, the ground points located between them are identified as non-ground points. From Figure 8k, we find that the proposed method has another disadvantage. Roadsides in mountainous areas have high local height differences. Thus, their points will be identified as non-ground points. According to Figure 8j, for low-height vegetation, points will not be removed if their height is less than the height threshold.

For quantitative evaluation of the experimental data sets, the evaluation metrics (Equations 1–3) have been calculated (Table 1). The large type I error indicates that the ground points located between the buildings (road points) or trees (bare earth) have been classified as non-ground points. Since these points are located within the extracted object boundaries, they are selected as non-ground points (Figure 8e). Type I error will be low if the 3D objects are distinguishable. However, type II error is low for both data sets. In the Dehbar data set, it is about 8.75\%, which is related to the low-height vegetation whose boundaries were not extracted (Figure 8j). Nevertheless, the corresponding result in the second data set is excellent because all the vegetation boundaries are extracted. In general, the results from the Dehbar data set are suitable when compared against the existing challenges.

### Comparison, Discussion, and Limits

In this section, the performance of the proposed method is compared with that of other methods: CSF, MCC, and gLiDAR. It should be noted that the parameters of these methods have been fine-tuned to achieve the best results. These parameters are listed in Table 2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter</th>
<th>Data Set</th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSF</td>
<td>Cloth resolution (m)</td>
<td>Dehbar</td>
<td>0.5</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CSF</td>
<td>Max iteration</td>
<td>Canopy Forest</td>
<td>500</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>CSF</td>
<td>Classification threshold</td>
<td>Dehbar</td>
<td>0.9</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>CSF</td>
<td>Rigidness</td>
<td>Canopy Forest</td>
<td>Steep slope</td>
<td>Flat</td>
<td></td>
</tr>
<tr>
<td>MCC</td>
<td>Scale ( \tau )</td>
<td>Dehbar</td>
<td>1</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>MCC</td>
<td>Max curvature</td>
<td>Canopy Forest</td>
<td>0.3</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>gLiDAR</td>
<td>Max size value (m)</td>
<td>Dehbar</td>
<td>50</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>gLiDAR</td>
<td>( k )</td>
<td>Canopy Forest</td>
<td>0.03</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>gLiDAR</td>
<td>( n )</td>
<td>Canopy Forest</td>
<td>0.01</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>gLiDAR</td>
<td>( b )</td>
<td>Canopy Forest</td>
<td>0.1</td>
<td>0.25</td>
<td></td>
</tr>
</tbody>
</table>

CSF = cloth simulation filtering; MCC = multi-scale curvature classification.

The evaluation metrics are computed for all data sets in order to compare the selected methods with the proposed method. All the methods and their results are presented in Tables 3, 4, and 5. The point-cloud filtering results for the selected methods are also shown in Figures 9 and 10.

### Table 3. Type I error results (%) for the different methods.*

<table>
<thead>
<tr>
<th>Method</th>
<th>Data Set</th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSF</td>
<td>Dehbar</td>
<td>4.46</td>
<td>7.56</td>
<td>10.65</td>
</tr>
<tr>
<td>CSF</td>
<td>Canopy Forest</td>
<td>10.65</td>
<td>4.46</td>
<td></td>
</tr>
<tr>
<td>MCC</td>
<td>Dehbar</td>
<td>9.66</td>
<td>14.67</td>
<td>19.67</td>
</tr>
<tr>
<td>MCC</td>
<td>Canopy Forest</td>
<td>19.67</td>
<td>9.66</td>
<td></td>
</tr>
<tr>
<td>gLiDAR</td>
<td>Dehbar</td>
<td>3.94</td>
<td>7.54</td>
<td>11.14</td>
</tr>
<tr>
<td>gLiDAR</td>
<td>Canopy Forest</td>
<td>11.14</td>
<td>3.94</td>
<td></td>
</tr>
<tr>
<td>Proposed method</td>
<td>Dehbar</td>
<td>13.74</td>
<td>12.84</td>
<td>13.74</td>
</tr>
<tr>
<td>Proposed method</td>
<td>Canopy Forest</td>
<td>11.93</td>
<td>11.93</td>
<td></td>
</tr>
</tbody>
</table>

CSF = cloth simulation filtering; MCC = multi-scale curvature classification. *Boldface indicates the best result in that column.

### Table 4. Type II error results (%) of the different methods.*

<table>
<thead>
<tr>
<th>Method</th>
<th>Data Set</th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSF</td>
<td>Dehbar</td>
<td>37.31</td>
<td>22.72</td>
<td>37.31</td>
</tr>
<tr>
<td>CSF</td>
<td>Canopy Forest</td>
<td>8.12</td>
<td>8.12</td>
<td></td>
</tr>
<tr>
<td>MCC</td>
<td>Dehbar</td>
<td>35.05</td>
<td>23.51</td>
<td>35.05</td>
</tr>
<tr>
<td>MCC</td>
<td>Canopy Forest</td>
<td>11.97</td>
<td>11.97</td>
<td></td>
</tr>
<tr>
<td>gLiDAR</td>
<td>Dehbar</td>
<td>27.16</td>
<td>15.44</td>
<td>27.16</td>
</tr>
<tr>
<td>gLiDAR</td>
<td>Canopy Forest</td>
<td>3.71</td>
<td>3.71</td>
<td></td>
</tr>
<tr>
<td>Proposed method</td>
<td>Dehbar</td>
<td>8.75</td>
<td>6.05</td>
<td>8.75</td>
</tr>
<tr>
<td>Proposed method</td>
<td>Canopy Forest</td>
<td>3.35</td>
<td>3.35</td>
<td></td>
</tr>
</tbody>
</table>

CSF = cloth simulation filtering; MCC = multi-scale curvature classification. *Boldface indicates the best result in that column.

### Table 5. Total error results (%) of the different methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Data Set</th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSF</td>
<td>Dehbar</td>
<td>16.55</td>
<td>12.77</td>
<td>16.55</td>
</tr>
<tr>
<td>CSF</td>
<td>Canopy Forest</td>
<td>8.99</td>
<td>8.99</td>
<td></td>
</tr>
<tr>
<td>MCC</td>
<td>Dehbar</td>
<td>19.01</td>
<td>16.81</td>
<td>19.01</td>
</tr>
<tr>
<td>MCC</td>
<td>Canopy Forest</td>
<td>14.61</td>
<td>14.61</td>
<td></td>
</tr>
<tr>
<td>gLiDAR</td>
<td>Dehbar</td>
<td>12.49</td>
<td>9.38</td>
<td>12.49</td>
</tr>
<tr>
<td>gLiDAR</td>
<td>Canopy Forest</td>
<td>6.26</td>
<td>6.26</td>
<td></td>
</tr>
<tr>
<td>Proposed method</td>
<td>Dehbar</td>
<td>11.9</td>
<td>6.02</td>
<td>11.9</td>
</tr>
<tr>
<td>Proposed method</td>
<td>Canopy Forest</td>
<td>6.02</td>
<td>6.02</td>
<td></td>
</tr>
</tbody>
</table>

CSF = cloth simulation filtering; MCC = multi-scale curvature classification. *Boldface indicates the best result in that column.

As presented in Table 5, the total error indicates that compared with the selected point-cloud filtering methods, the proposed method has better performance. In addition, this evaluation metric shows that the MCC method has the lowest accuracy for ground-point cloud filtering. Moreover, Table 4 demonstrates that the proposed method has better results for type II error, which indicates that most non-ground points have been correctly classified as non-ground points, whereas the other methods fail to achieve better results. This might be because of the

---

*Boldface indicates the best result in that column.
existing large forest areas or steep mountainous areas, challenges for which the selected methods were not developed. However, type I error indicates that the proposed method does not work well in the Dehbar data set. This is one of the disadvantages of the proposed method, which we have mentioned already. Since some ground points, such as road points and bare earth points, are densely surrounded by object points, they are classified as non-ground points. However, compared with other methods, the proposed method has better type I error in the second data set. Moreover, compared with the selected methods, Figure 9b illustrates that ground points on the mountains are well filtered by the proposed method. This result also demonstrates that the proposed method is not affected by the height differences in the mountainous areas. We can notice, as presented in Figure 9 and Table 4, that the results of the other methods are significantly affected by the area type, since these methods have different performances in different area types.

One of the challenging areas in photogrammetric point-cloud filtering is forest areas. In these areas, most ground points are hidden under tree canopies. In the proposed method, if bare land is surrounded by trees in leaf-on status, the ground points will be removed as non-ground points, because the trees in this case will be connected to each other. Therefore, anything inside the trees will be removed. In leaf-off status, the trees will not be connected to each other, and thus bare land within the forests will not be removed. Moreover, the point cloud is generated by the Semi-GLOBAL Matching algorithm (Hirschmüller 2008). Since this algorithm made the thin bare land have the same elevation as tree areas, the proposed method might fail in those areas. Hence focusing on stereo-matching algorithms to directly remove non-ground points could be considered in future studies.

As mentioned previously, we find that the proposed method yields promising results even in mountainous areas. The area type and the size of non-ground objects do not affect the performance of the proposed method. However, point-cloud filtering in dense 3D objects is a challenge that is not solved by the proposed method. Therefore, studies focusing on point-cloud filtering in complex landscapes could be conducted in the future.

**Conclusion**

In this article, a new boundary-based method is proposed for filtering ground points from a photogrammetric point cloud. The proposed

![Figure 9. Visual comparison results by different point-cloud filtering methods on the Dehbar data set. (a) The results of the filtered ground points; (b) the results of the removed non-ground points. Blue points are ground points and red points are non-ground points. White areas represent no data.](image)

![Figure 10. Visual comparison results by different point-cloud filtering methods on the Canopy Forest data set. (a) The results of the filtered ground points; (b) the results of the removed non-ground points. Blue points are ground points and red points are non-ground points. White areas represent no data.](image)
method addresses the following challenges: mountainous areas, large forest areas, and the lack of the last pulse. The proposed method is examined in two different data sets with various area types, landscapes, and 3D object sizes. The results show that there are no problems with the sizes of objects (small or large buildings, large or small forest areas). Also, there is no problem if the studied area is mountainous. The results of the experiments demonstrate the superiority of the proposed method compared with CSF, MCC, and glIDAR methods with respect to the total error metrics. However, problems for the proposed method are low-height objects and ground points surrounded by objects. In other cases, the quantitative results show that the proposed method is effective for other existing challenges. In the future, spatial and spectral features will be extracted to avoid the two problems mentioned.
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Abstract
In modern society, energy conservation is an important consideration for sustainability. The availability of energy-efficient infrastructures and utilities depend on the sustainability of smart cities. The big streaming data generated and collected by smart building devices and systems contain useful information that needs to be used to make timely action and better decisions. The ultimate objective of these procedures is to enhance the city’s sustainability and livability. The replacement of decades-old infrastructures, such as underground wiring, steam pipes, transportation tunnels, and high-speed Internet installation, is already a major problem for major urban regions. There are still certain regions in big cities where broadband wireless service is not available. The decision support system is recently acquiring increasing attention in the smart city context. In this article, a deep learning–based sustainable decision support system (DLSDSS) has been proposed for building energy in smart cities. This study proposes the integration of the Internet of Things into smart buildings for energy management, utilizing deep learning methods for sensor information decision making. Building a socially advanced environment aims to enhance city services and urban administration for residents in smart cities using remote sensing techniques. The proposed deep learning methods classify buildings based on energy efficiency. Data gathered from the sensor network to plan smart cities’ development include a deep learning algorithm’s structural assembly of data. The deep learning algorithm provides decision makers with a model for the big data stream. The numerical results show that the proposed method reduces energy consumption and enhances sensor data accuracy by 97.67% with better decision making in planning smart infrastructures and services. The experimental outcome of the DLSDSS enhances accuracy (97.67%), time complexity (98.7%), data distribution rate (97.1%), energy consumption rate (98.2%), load shedding ratio (95.8%), and energy efficiency (95.4%).

Introduction
The population in urban areas is currently increasing. Shifting from villages to cities raises the population by 2.5 billion in large cities (Mlecnik et al. 2020). One of the biggest challenges is the increasing demand for energy and the resulting strain on local services (Khan et al. 2017). For this reason, to achieve the goal of reducing environmental impacts and developing sustainable development, cities should adhere to such a new paradigm via the smart cities (Pourmaras 2020) definition, improving people’s standard of living. A smart city is a location that uses virtual and communications technology to make conventional networks and facilities more effective for its people and industry (Villamayor-Tomas et al. 2022). Digitization of the energy sector based on tracking via the Internet of Things (IoT) is needed (Kumar et al. 2020). Energy is one of society’s key pillars, and administration is important to guarantee energy provision (Ahmed et al. 2020).

Sustainable energy is of increasing global interest because of heightened energy use, climate change, and the need for increased energy production (Hossein Motlagh et al. 2020; Mao et al. 2020). Because buildings are responsible for over one-third of the main global energy expenditure, the construction of smart cities is needed. Depending on the market growth and increased focus on inhabitants’ lives, energy usage would remain high in the future (Guo et al. 2022). Energy services in building structures, such as heat, ventilation systems, and light services, are important energy users (Zhuang et al. 2022). They often experience system malfunctions, insufficient monitoring, and inadequate maintenance, leading to a significant waste of resources. Governments, institutions, and the rest of society all have a role in making sound decisions. More and more people are choosing to live ethical, environmentally friendly lives, so as a consequence, they are looking for corporations that match their beliefs.

Improvement of building energy technology’s operating efficiency can dramatically minimize energy usage (Green et al. 2020). If energy systems increase operational efficiency, the correct provision of simple energy demands in buildings is necessary (Shu et al. 2020). Building design’s energy needs can be revealed by expected cooling, warming loads, and power loads. They are helpful when energy generation services are optimally regulated (Li et al. 2020). Effective energy usage and utilization strategies guarantee a targeted use for industry and stable energy development in energy plants (Reddy et al. 2020). Smart building is important for both sides’ energy balance to achieve sustainability in energy interaction between the supplier and the user (Roth et al. 2020). Techniques of energy prediction are incredibly beneficial; they can estimate the energy use of consumers in a building. Missing energy forecasts contributes to extra costs and the waste of energy (Riaño-Vargas et al. 2018). Methodologies of energy prediction are abundant in industries and household applications. The energy forecasting system of energy sources can broadly be classified into two groups: physical and data-driven approaches (Elavarasan et al. 2020).

Scientific methods use physical concepts to assess the energy flow model in the structural energy source. Even then, analytical methods for complex building energy sources are typically very complex and time consuming (Elavarasan et al. 2020). The construction of automated systems is very common, and large quantities of building data were stored (Liu et al. 2020). It gives the chance to incorporate data-driven approaches to predict building energy charges. Data-driven approaches are usually more versatile than physical processes (Liu et al. 2021). In several everyday applications, single charge prediction systems ensure...
sufficient energy requirements. The computer-smart methods used in predicting demand play a significant role in decreasing the energy shortage. To assess the limits and to produce better judgment, especially concerning resources, the value of data increases. Energy management plans are incorporated into the conventional techniques for cities and regions. Smart city current energy usage must be compared, ranked, and estimated to assess the existing situation. Smart cities need to assess retrofitting options for their building portfolio, including energy use, size, vintage, kind, ownership, and socioeconomic potential, to make informed decisions. Cities require quantitative decision analysis tools that combine measurable facts, physics, and data-driven models to make informed decisions. Such systems need active computer modeling and optimization that incorporates the many building systems, weather data, human behavior, and operation patterns through remote sensing technologies to design and run them effectively.

Modern technologies use sophisticated information technology in an intelligent framework to control various components. Intelligent buildings minimize energy usage and promote building efficiency and smart communications systems. Different system integration variables, such as measurements, lighting, and system integration methods, assess functional energy savings in the structure. In this article, a deep learning-based decision support system (DLSDSS) has been proposed for energy development in smart cities. SDSS proposes the incorporation of the IoT into smart energy management buildings, using profound training techniques to make decisions about sensor knowledge. The emerging deep learning approaches can be used for classifying energy efficiency-based buildings.

The main contributions of this article are the following:

- A long-term sustainable future is dependent on their existence.
- Sophisticated methods and solutions in smart cities help economic development and improve people’s lives.
- In a smart city, DLSDSS is concerned primarily with employing smart technology and data analysis to optimize municipal activities and boost economic development while increasing the quality of life for people.
- The energy sector is expected to impact the IoT significantly. It is a cost-saving tool for monitoring a room’s temperature with sensors to manage the energy use of a whole building with complicated applications.

The remaining work is given as follows. The next section provides insights into background studies. Then a DLSDSS for energy construction in smart cities is discussed, the results are validated, and the research is concluded.

**Background Study on the SDSS for Energy Building to Smart Cities**

Thermal comfort (heating or cooling) and air quality are the primary factors determining how much energy is utilized in a building (ventilation). Electric lighting, residential hot water, and other electrical devices are common energy uses. The correctness of this theory was confirmed by the study’s findings, which were based on a thorough review of the literature. Research publications are the sole way to verify Google Scholars’ accuracy. This section discusses several works that various researchers had carried out.

Zhuang et al. (2020) developed NARX-ANN (nonlinear autoregressive artificial neural network [ANN]). An HVAC-DHW (heating, ventilation, and air conditioning) system was used for sustainable solar and wind energy hybrid heating and cooling that measures energy usage by adaptive NARX-ANN and fuzzy controllers dependent on user requirements. The atmosphere and structure are sensed primarily through the sensor, and heating and cooling impacts are then loaded into deep learning NARX-ANN, which predicts internal building temperatures.

Rahman et al. (2020) proposed an intrusion detection system (IDS). The limiting of clustered IDS is explored for resource-controlled devices with two approaches: moderate and dispersed. Efficient collection and features integration was extracted, and possible fog-focused coordinated analysis was detected. This predicted weather was fed into a fluid system to optimize the user request-based production. Such collected data can be transmitted utilizing a digital energy-sensing device based on its needs.

Zekić-Sušac et al. (2021) introduced a machine learning-based system for managing energy efficiency (MLBS-EE). MLBS-EE aims to address how data-analytic platforms and machine learning can be integrated into an efficient public service energy efficiency model. A forecasting model was generated for real energy usage of Croatian government facilities, deep learning methods, and random forest with parameter reduction techniques.

Singh et al. (2020) discussed deep learning-based IoT-oriented infrastructure (DLB-IoT). The DLB-IoT framework is used for a safe, smart city where a cyber-physical system shared ecosystem was created by the company Blockchain and where standards for system data transmission have been built for software-defined networking. A profound network was used to address transmission delay and central control, usability, and the proposed infrastructure’s physical layers.

Sztubecka et al. (2020) introduced a DGIS and Geographic Information System (DGIS). The framework contains energy users with details on the position of areas for resource quality improvement. The opportunity for implementing low-energy structures and using sustainable power sources was recognized as such. The DGIS framework is used for the study to adjust to towns and preserve the environment.

Hajiabadi et al. (2020) proposed deep learning for solar power prediction (DL-SPP). The advanced innovations of DL for photovoltaic energy production suggest a new methodology for regression estimation for the photovoltaic device’s performance based on specific data variables. The suggested loss function was, in particular, a collection of three well-known loss features, correntropy, exact, and square loss, that collectively promote robustness and generalization. The suggested target function is then implemented in a deep learning approach to evaluate a photovoltaic module’s performance.

Strielkowski et al. (2020) discussed smart cities’ economic efficiency and energy security (EEE-SC). EEE-SC includes a financial study of construction changes leading to a reduction of smart cities’ need for energy as the automated light-emitting diode (LED) streetlight systems. The performance of LED street lighting was measured in intelligent cities with widely used sodium-based streetlights. The findings show that the LED street illumination model can dramatically decrease any new city’s energy requirements.

Hafeez et al. (2020) proposed a novel hybrid electrical energy consumption forecasting (HECF) model. The HECF-based deep learning model utilizes an activating feature of the corrected linear unit and the multiple regression system. The proposed HECF allows for potential electric energy use for effective energy production in a smart grid. A modern hybrid architecture consisting of four units is the HECF model: (1) the signal collection and sorting system, (2) the predictive learning device, (3) the automated system optimization device, and (4) the user device.

Anthony Jr et al. (2020) suggested the deployment of application programming interfaces (APIs). APIs were examined to manage resource information for residential housing and electric cars digitally and historically. Information and judgment on sustainable energy are provided, and local energy consumption can build an infrastructure with APIs to use big data.

Zhang et al. (2021) planned cities worldwide that are focusing their infrastructure strategies on sustainable mobility policies, building stock updates, increasing renewable energy production, improving waste management, and implementing ICT infrastructures in response to the massive social and environmental change around the world. IoT-based smart green energy has been suggested for smart cities in this article. Pervasive monitoring and secure communication were possible in smart cities with IoT adoption. In smart cities, IoT sensors can be used to monitor energy use, forecast demand, and save money.

As observed from the literature study, DLSDSS has been implemented to incorporate the IoT into smart energy management structures, using deep learning approaches to make decisions about sensor knowledge. It is the latest deep learning approach for classifying energy efficiency-based structures. Compared to the existing methods...
Deep Learning-Based Sustainable DSS

The main objective of energy building to smart cities leads to urban transformation, and productive communities are to set up a highly flexible and repeatable solution. The model is focused on an integrated approach and implementing energy-saving steps while improving the effectiveness of sustainable energy on cities’ key consumption markets. Remote sensing technology specifies two key levels, and the energy storing and monitoring situation is independently mentioned for energy building in smart cities. The first stage represents smart cities and industrial demand and supplies for energy management. The tools are used for grid stations dispersed among different user groups, mostly in the city areas. The energy services group is directly responsible for forecasting and controlling the energy usage, while a data owner serves as a third-party listener among customers and intelligent grids. The data owner includes domestic needs and sectors housed, evaluated, and transmitted to the service provider to the terminal building for energy supplies. The database platform comprises residential and industry requirements processed, analyzed, and distributed to their corresponding consumers for energy production at the terminal building.

Structural Assembly of Data

The estimation level of energy usage plays a crucial role in the model, in which consumers have a resource-restricted system for sustainable energy forecasting. Energy supplies and their associated information fall within the assets sufficiently to operate and monitor the system facility. A network is a protected position where users with different items, such as the consumptions stage, can transmit renewable resources. A digital system with an adequate system for energy production protects energy usage and additional loss. Standard utilities provide challenging consumers with accessible electricity, lacking knowledge regarding consumption, changing climate, and several other conditions resulting in low energy use.

The architecture of the DLSDSS is shown in Figure 1. The data sources are collected from the building operation of data. The sustainable decision system has the correct stream of data flow between buildings, and the deep learning method allows the big stream of data to take part in buildings. In comparison, a smart building tracks and delivers energy requirements appropriately using remote sensing. However, systems typically display reduced productivity because they are crowded or do not conserve energy requirements associated with data. Hence, no framework is given to identify irregular building energy requirements. Developers deal with this problem through an intermediary system management model whereby inventory levels are handled in several analytical steps until they are moved onto the intelligent grids. The potential load prediction for building in response to its requirement distribution and energy collection shows a sample resource distribution situation with the suggested system:

$$Z(m)=P^{(m)} + (z^{(m)} - z^h) - T(h)S(h) - (z^{(m)} - z^h)^{(m)}$$  \hspace{1cm} (1)

The resource data $Z(m)$ used in building $P^{(m)}$ with moments is an entry to the model parameters $z^{m}$, producing energy consumption $z^h$ for the next few hours. The building has developed a resource-compact system $T(h)$ of prediction. It gives the source data $S(h)$ for 3 hr and foresees a potential use of single data $z^{(m)}$. The building sends the data to the central server $h^{(m)}$, storing and analyzing the query for an irregular search with records. An unexpected variability of domestic or building production can lead to a disorder. The power panel addresses the demand and delivers energy in all sectors with easy deployment over the central server and spins easily. The remote sensing technology consequences include the energy generation forecast using a limited energy system with lower failure rates and optimized estimation.

The final training set, usable in real-life scenarios, requires several phases. As stated below, the initial step is to prepare fresh data from an acquired data set and achieve the optimum solution with the deep learning mechanism.

Data Gathering from the Sensor

Actual energy data include many sampling variables, such as dates, time, real and reactive strength, energy, and so on. The digital meter works in a unified official list to link the cables of various devices or machines. Usually, a week or a year is obtained because it is subject to various problems, including consistency, lack of attributes, lengthy conditions, and so on. Such failures are caused by system failures, resource depletion, calculation issues, and accidents of persons. Therefore, the electrical energy data require remote sensing techniques for cleaning and data uniformity to improve refining and performance. Several preprocessing strategies are used for testing practices to sterilize the data. The incomplete data are deleted, and the intentional data are retrieved. The main benefit is that extraordinary odd numbers are disgraduated, impacting the variety of regular variables and shifting the specifications toward a maximum or minimum range. Normalization would be the next significant preprocessing step. The best normal transformation collection is implemented for several procedures. These standardization methods involve centroid data type, regular data type, scalar, transforming quantities, and transformers of energy:

$$w'\left(f\right) = \sqrt{\left[H\left([X_s - f(z)] + G(X_s + f)\left[\frac{M_s}{2}\right]\right] + G(X_s, f(z))\right]}$$  \hspace{1cm} (2)

Many data points $w(z)$ lie among one in standard data $X_s$ and can play an important role in the accurate training stage $H$. Finally, simple charge modeling $f(z)$ is concerned with transforming the initial (buildings and industrial) data collection $M_s$ into small durations $G$. Data preprocessing strategies over actual data formats improve estimation efficiency for both databases. The ANN can be considered a growth-based classification system. ANNs recognize only one input, and in comparison, ANN inputs and analyzes the sequence of trends at numerous times, as shown in Equations 3–5:

$$j = \delta(\bar{u}_t g_{j-1} y_{j-1} + d_{j-1})$$ \hspace{1cm} (3)

$$e = \delta(\bar{u}_t g_{e-1} y_{e-1} + d_{e-1})$$ \hspace{1cm} (4)

$$v = \delta(\bar{u}_t g_{v-1} y_{v-1} + d_{v-1})$$ \hspace{1cm} (5)

The ANN input $j$, $e$, $v$ and analysis of the sequence of trends at numerous times $g_{j-1}$ is obtained from Equations 3–5. An artificial input layer of a neural network is responsible for bringing in the initial data, which are then processed by successive artificial neurons. The ANN’s input layer is the first step in the process. When high-frequency fluctuations have been filtered out of a time series, only low-frequency changes contribute to the trend. $\delta$ represents the data sharing parameter, $u_t$, $v_t$, $u_t$ represent the actual contribution of the data formats, and $d_{j-1}$, $d_{e-1}$, $d_{v-1}$ represent the efficiency of both databases. The data sharing format distribution is shown in Figure 2.
the ANN accepts data and outputs when the differential issue disappears and forgets the long results. In real term sequence data, the ANNs still experience tough times though communicating information through previous documents. For example, producing a long series of pure energy data can lose valuable data. This analysis incorporates two key assumptions. The first assumptions have calculations based on a nonlinear effect on building energy demands, and its effects on energy consumption rely on time delays. As per this statement, ANNs and their derivatives must be suitable for building a simple energy load forecast. A further concept of a projected situation is from established training environments. The more unreliable energy data focus on this proposed hypothesis to evaluate template precision improvements with the calculated separation adjustments. Data are gathered regarding building activities and environmental weather data. First, the gathered data are used to build a hybrid charge forecasting model. In the ANNs or versions thereof, the time interval with time lags smaller than indicated are implemented to retrieve new functions.

The parameter characteristics are used to train an ANN for the energy prediction of buildings. The ANN algorithm for the production of timing sequence data is an extremely successful deep learning algorithm. It is an enhanced model to solve the issue of the disappearance or explosion of the ridges. It can transform the set series into hidden units in an integral active appearance process. Specifically, ANN is implemented with multiple layers to prevent increased energy demands from being calculated, utilizing the essential characteristics of hidden states.

A more complicated neural network is used with the architectures to optimize the derived characteristics for more exact loading. ANN is one of the more effective forms of learning complicated ties between variables guided by data. The identical enhanced services of ANN are incorporated as a hybrid system. ANN shall replace the linear relation, and it has more efficient learning links among the properties derived from and the energy consumption associated with a thick layer. A dynamic forecasting system needs to be developed until determining the perceived maximum lag time.

Observations with periods less than an inherent duration can be chosen as the input of a template for energy-efficiency load estimation in a regular pattern. Temporary quantities that duration delays are smaller than an absolute duration can be chosen as contributions of a building energy charge predictive model’s time sequence. This analysis thus requires the use of computation to determine the maximum time delay. A continuous series can be transformed into a spatial domain to a spatial frequency series of the equivalent main group and is shown in Equation 6:

\[
Y(l) = \sum_{w=0}^{(M-1)} y(m) \left[ \cos \left( \frac{2\pi}{M} l m \right) - j \sin \left( \frac{2\pi}{M} l m \right) \right] \quad (l = 0, 1, \ldots, M - 1) \quad (6)
\]

\[
Y(l) = \sum_{w=0}^{(M-1)} y(m) \left[ \cos \left( \frac{2\pi}{M} l m \right) - j \sin \left( \frac{2\pi}{M} l m \right) \right] \quad (7)
\]

The spatial transformation domain to a spatial frequency series \(Y(l)\) is obtained from Equations 6 and 7 and is explained in Figure 3. The most influential time \(M\) is determined based on the formula \(M = 1/f\) with frequent \(f\) of peak distance.

The study considers the most influential duration the maximum significant delay \(M-1\) for time series analysis. Then \(y(m)\) is the mth amount in the transfer function series, and \(Y(l)\) represents the \(l\)th variable in the spatial frequency series of \(M\) values. Frequency-domain charts indicate exactly how much of a signal is contained within each band of frequencies, whereas a time-domain chart depicts how the signal evolves. Networking, geology, remote sensing, and image processing require frequency-domain analysis. In contrast to time-domain analysis, frequency-domain analysis focuses on how a signal’s energy is spread throughout various frequencies. In particular, the complex nature, not specifically stated, can be the framework of the established information-driven load estimation method. Response testing is a highly efficient methodology to measure the influences on the predicted results of variables. It has been used in many ways, such as in operations management, renewable energy development, and processing.

An approximate solution can calculate the dependency of an estimation method on input data. The approximate solution of large systems is difficult to measure, and countable derivative approximations are an effective solution for replacing the conditional component. The effect of input data on expected energy charges is measured using

\[
\sum_{m} \sum_{n} \sum_{l} \sum_{f} Y(l) = \frac{1}{M} \sum_{m} \sum_{n} \sum_{l} \sum_{f} Y(l) = \frac{1}{M} \sum_{m} \sum_{n} \sum_{l} \sum_{f} Y(l) = \frac{1}{M} \sum_{m} \sum_{n} \sum_{l} \sum_{f} Y(l)
\]

Figure 2. The data sharing format.

Figure 3. The time domain and frequency domain for data distribution.
a dimensional response spectrum table shown in Equation 8. The larger the input figure’s intensity function, the more the input effect increases:

\[ R(Y) = \frac{1}{2M} \sum_{L \neq 0} \left( g(Y_{1},\ldots,\left(1 + L \cdot \Delta \right) \cdot (Y_{1},\ldots,Y_{m}) - g(Y_{1},\ldots,Y_{1},\ldots,Y_{m}) \right) \] (L \neq 0) \tag{8}

The effect of input data on expected energy charges \( R(Y) \) is measured using a dimensional response spectrum table obtained from Equation 8. Thus, \( R(Y) \) represents the measure of the dimensional resistance of the input. Here \((Y_{1},\ldots,Y_{m})\) represents the performance of all inputs that have a starting point. The training of the data method is illustrated in Figure 4. \( y_{m} \) represents the output if \( Y_{i} \) is increased by \( L \) and other parameters are kept constant.

We conjecture that the only data relevant to forecasting in the training data comes from remote sensing information. In building control, energy systems do not work continuously because of the deterioration of the device/efficiency, construction user changes, and external environment adjustments. Under such circumstances, data-guided systems cannot be applicable. While there is widespread agreement on construction, the empirical explanation of template observation often lacks an efficient tool. One of the main factors is that there are no approximate empirical indices for the discrepancy between a forecast situation and defined standard situations. The distance between two buildings is a popular chart for mathematical estimations, the calculation for which is specified in Equations 9 and 10:

\[ b(Y_{1}, Y_{2}) = \frac{\sum_{p=1}^{w} Y_{p}}{\sum_{p=1}^{w} (Y_{p} - Y_{p})} \tag{9} \]

\[ B(a,b) = (1 - u) \sum_{p=1}^{w} \frac{R(Y_{p})}{\sum_{p=1}^{w} R(Y_{p})} \times |Y_{ap} - Y_{p}| + u \times (X_{a} - X_{s}) \tag{10} \]

The distance between the two buildings is obtained from Equations 9 and 10; \( Y_{1}, Y_{2} \) represents the distance between two building locations. It misleads clients, as any feedback is believed to get the same value.

For example, suppose that an entry has a tiny effect on the developed model and has different preferences in two groups and that some other input data in the two situations are quite close. \( B(a,b) \) represent the empirical indices for the discrepancy between a forecast situation, \( Y_{p}, Y_{a} \) represent the standard situations, \( u \) represents the widespread agreement on the construction, and \( Y_{m}, Y_{p} \) represent the external environment adjustments. Here, \( b(Y_{1}, Y_{2}) \) is the range from \( Y_{1} \) to \( Y_{2} \) measured as the building resources set, \( p \) represents the tolerance of model input, and \( Y_{m} \) represents the position of the energy load. The input data and distance between buildings is shown in Figure 5.

The data center of such an analysis is a public building and contains many rooms, including meeting rooms, office buildings, libraries, and restaurants. A flask obtains weights in the season with a sample duration based on building refrigeration. Historical information is collected through two main environmental parameters: ambient air temperature and outdoor air moisture. Such data are used to determine the efficiency of the methods proposed. Values measured are those supplied by an instrument or equipment that measures the measurand’s value. As a product of the numerical value and unit, it is employed in metrology applications and provided in percentages.

The actual significant delay measures for correlations, namely, the subject information approach, and the quantitative tests have three of the most common function extraction strategies. Actual significant delay calculations are often incorporated directly into forecasting, lacking extracting the features as control units. However, traditional techniques of processing characteristics are not acceptable. The remote sensing data set can be transformed into a collection of hidden units to practice underlying period series mechanics machine learning removal. In addition, two specific empirical approaches are chosen as two benchmarks and the above data-led prediction approaches.

The template inputs for the prediction of chilling duties are chosen for three types of variables. It helps clarify the effect on building refrigerant loads from indoor occupation trends. There is an effect on constructing passive cooling on certain outdoor conditions, such as wind and solar output. The traditional building refreshment cargos, which represent radiant fatigue factors, are represented with the current method. Such data are usually standardized by regularization to ensure that parameters with original wide scales with originally limited quantities are not overweighted. The analyzed data consist of selected features, such as raw data, field data, and quantitative training data. The raw function set is designed as a comparison group. There is already increasing importance given to the usability of data-driven systems.

Figure 6 shows the energy building with remote sensing technology. Local energy production and consumption should be integrated into the energy transition that has been launched by the government policy and the rising influence of renewable energy consumption in the building. There can be no successful energy management system without an efficient, dependable, and cost-effective system in place. Electrical energy and heat energy used to heat and to heat water in buildings must be sourced from sources that emit less carbon dioxide.
Other tasks in a contemporary property must be digitally solvable and cost effectively accomplished. Radio technology generates local data in smart buildings and smart cities via distant sensors, actuators, and meters. Application server and Internet deployment should be handled by central transmission through gateways for data transfer. It is possible to control local date production using software platforms connected to various remote sensing technologies.

Creating genuine value for inhabitants and administrations with innovative applications is at the heart of the digitalization of buildings. The green energy source is supplemented by large-scale wind and solar projects. District heating networks, which use the combined heat and electricity of many facilities, can distribute heat to nearby properties. Today, solar panels on rooftops combined with heat and power units in basements are the most common decentralized energy sources. Heat pumps and hydrogen synthesis using fuel cells are other essential local power-generating methods. Increasing self-sufficiency is made possible by electrical storage devices, which dissociate energy generation from consumption. It is necessary to utilize energy management systems to manage both the purchase and the feed-in of electricity from and into the public distribution grid to monitor both distributed and centrally supplied power.

Due to the sophistication of current models and deep learning training techniques, the connections among building energy burdens and dependent factors can be very complicated. It makes the subject information very hard to describe. It also raises the risks of incorrect choices relying on estimation techniques based on research in several sectors, such as public administration and electricity delivery. Very minimal solutions were suggested in the construction industry to allow consumers to recognize data-driven modeling.

### Results and Discussion

The proposed DLSDSS has been validated based on data accuracy and energy consumption rates to better plan smart infrastructures and services. First, the sophistication of building energy sources and the existence of data-predictive models make uncertainty inevitable. These insecurities can lead to an incorrect forecast of energy consumption. The uncertainties of building energy load forecasting are quantified and clarified. Second, efficient and effective maintenance for energy building is useful for energy efficiency and emissions reduction. DLSDSS accomplishes a more efficient and successful management of energy sources, such as optimization techniques and energy-saving methods. The test and training data are determined to describe the decline in model efficiency experimentally. Residually projected building models depend primarily on two dependent variable energy loads experienced and energy loads projected. The energy loads measured in each building and the weighted difference among testing conditions and the learning environment create the data transfer rate. The data accuracy rate is shown in Figure 7.

Accurate time sophistication of a qualified system is a difficult and complex activity and requires great accuracy, especially when a concept is introduced over resource-constrained machines. Consequently, a thorough time complexity evaluation is carried out with significant emphasis on the model performance and its implementation period. The suggested management approach, as well as other considerations, require contemplation. Since the worked energy prediction discourse fails to concentrate on energy instruments, to make a valid assessment,
the time complexity of DLSDSS is shown in Figure 7. DLSDSS has incorporated and measured the time complexity of these temporal prediction models. DLSDSS would absorb minimal time from all the available alternatives and have the lowest model complexity with accurate performance. The time complexity analysis rate of DLSDSS is shown in Figure 8.

Figure 8. The time complexity analysis rate of the deep learning–based sustainable decision support system.

The data distribution framework is approved for a well-known industrial data set with the experimental analysis to approve the proposed structure for business and residential buildings. By studying the program’s statements, one can estimate the program’s time complexity. It is important, though, that people pay attention to how the assertions are ordered. Let us pretend they are in a loop, making function calls or even going backward. The building structure is the local data distribution in the DSS of the smart cities’ buildings. It is essential for energy to be distributed to different locations. Data gathered among the cities are calculated daily. The DSS calculates the data distribution rate for all buildings. The DLSDSS model’s predictive performance against real-life testing data is observed on these given data, where a small gap of 40 to 80 minutes can be observed. The majority of the attributes are strongly conflicting, which indicates that the proposed model is more accurate. The data distribution rate is shown in Figure 9.

Figure 9. The data distribution rate.

The efficient and accurate utilization of energy capital, especially local energy materials, is becoming a critical feature of the latest smart city model in the modern setting of smart cities. In that context, preparing the energy supply could help make cities increasingly efficient. Data distribution is a function or a list of all the potential values (or intervals) of the data found, and it informs users about how often each value happens. Energy is better suited to specific requirements, stressing that potential energy demand would rise due to population expansion. Requirements including energy data distribution were taken into account. Following many experiments, the outcomes have been proved best when all the parameters are used simultaneously. The outcome is satisfactory, and a slight change in event exposure is essential, which does not mean a large increase in the design’s difficulty. The energy consumption rate is shown in Figure 10.

Figure 10. The energy consumption rate.

Switching the energy to several customers makes the whole supply vulnerable, leading to some load shedding. This can perhaps lead to a shortage of electricity or avoid overloading the transmission and distribution networks with remote sensing. Short circuits, substation failure, or damage to the distribution network can cause a power outage. In addition to payment, outage management is a top priority in the use of smart meter data analysis. Detailed information on where to find the notice and proof of the restoration are supplied. Consideration has been given to outage management applications, data requirements, and system integration difficulties. The DLSDSS method improves load shedding management by 95.8% over the existing system. Smart meters have made it simpler to predict where power outages can occur. Figure 11 shows the load shedding ratio.

Figure 11. The load shedding ratio.

The energy charging devices are manageable and provided at the edge nodes of smart buildings and apartments with a usable algorithm to the forecast. In the DLSDSS, the pretrained short load prediction system is equipped with a manageable resource-constricted unit. The model received is equipped with established data sets utilizing a
multi-layered support system with effective and accurate performance. The resource-constrained system forecasts the intelligent source’s future energy consumption as a connectivity canal using public buildings in smart cities. DLSDSS delivers the energy requested by the server to a particular residential building and business. The energy efficiency of DLSDSS is shown in Figure 12.

Figure 12. Energy efficiency of the deep learning–based sustainable decision support system.

The proposed DLSDSS achieves the highest data transfer and accuracy rate and less energy consumption rate when compared to the existing economic efficiency and energy security of smart cities, machine learning–based systems for managing energy efficiency, and intrusion detection systems. In the simplest terms, energy efficiency uses less energy to do the same work, thus avoiding waste. Reduced greenhouse gas emissions, reduced need for imported energy, and lower household and economic expenditures are all advantages of improving energy efficiency.

Conclusion
This article presents DLSDSS for energy construction in new technologies in smart cities. DLSDSS proposes incorporating deep learning methods to make decisions about sensor knowledge of the IoT into smart energy houses in energy management. The proposed in-depth learning strategies are used for the energy efficiency classification of buildings. Buildings, particularly those already standing still, emit much carbon dioxide. Using remote sensing services to digitize buildings and generate green energy on-site could be a massive boon to the local economy and the environment. The data obtained from the sensor nodes are used to create smart cities and provide a systematic compilation of information using a deep study method. The profound information algorithm provides a large data stream template for decision makers. The quantitative results reveal that the improved approach decreases energy usage and improves sensor data accuracy by 97.67%.

Table 1. Tabulation of variable declaration.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j$, $e$, $v$</td>
<td>ANN input</td>
</tr>
<tr>
<td>$g_{ij}$</td>
<td>sequence of trends at numerous times</td>
</tr>
<tr>
<td>$\delta$</td>
<td>data sharing</td>
</tr>
<tr>
<td>$u$, $u$, $u$, $u$</td>
<td>actual contribution of data formats</td>
</tr>
<tr>
<td>$d_{ij}$</td>
<td>efficiency of both database</td>
</tr>
<tr>
<td>$\mathbf{y}(t)$</td>
<td>spatial frequency series</td>
</tr>
<tr>
<td>$M$</td>
<td>the most influential time</td>
</tr>
<tr>
<td>$\mathbf{y}(m)$</td>
<td>$m$th amount in the transfer function series</td>
</tr>
<tr>
<td>$R(Y)$</td>
<td>measure of the dimensional resistance</td>
</tr>
<tr>
<td>$(Y_1, Y_2, \ldots, Y_n)$</td>
<td>performance of all inputs</td>
</tr>
<tr>
<td>$Y_n$</td>
<td>output</td>
</tr>
<tr>
<td>$Y_1$, $Y_2$</td>
<td>distance between two building locations</td>
</tr>
<tr>
<td>$B(a,b)$</td>
<td>empirical indices for the discrepancy</td>
</tr>
<tr>
<td>$Y_{wp}$</td>
<td>standard situations</td>
</tr>
<tr>
<td>$u$, $u$</td>
<td>widespread agreement on the construction</td>
</tr>
<tr>
<td>$Y_{wp}$, $Y_{wp}$</td>
<td>external environment adjustments</td>
</tr>
<tr>
<td>$b(Y_1, Y_2)$</td>
<td>range from to</td>
</tr>
<tr>
<td>$p$</td>
<td>tolerance of model input</td>
</tr>
<tr>
<td>$y_j$</td>
<td>position of the energy load</td>
</tr>
<tr>
<td>$w(f)$</td>
<td>data points</td>
</tr>
<tr>
<td>$X_i$</td>
<td>standard data</td>
</tr>
<tr>
<td>$H$</td>
<td>accurate training stage</td>
</tr>
<tr>
<td>$f(z)$</td>
<td>simple charge modeling</td>
</tr>
<tr>
<td>$M_r$</td>
<td>data collection</td>
</tr>
<tr>
<td>$G$</td>
<td>small durations</td>
</tr>
<tr>
<td>$Z(m)$</td>
<td>resource data</td>
</tr>
<tr>
<td>$p^{(m)}$</td>
<td>building with moments</td>
</tr>
<tr>
<td>$z^{(m)}$</td>
<td>model parameters</td>
</tr>
<tr>
<td>$z^2 P^{(m)}$</td>
<td>producing energy consumption</td>
</tr>
<tr>
<td>$T(h)$</td>
<td>resource-compact system</td>
</tr>
<tr>
<td>$S_i(k)$</td>
<td>source data</td>
</tr>
<tr>
<td>$\mu^{(m)}$</td>
<td>potential use of single data</td>
</tr>
<tr>
<td>$k^{(m)}$</td>
<td>central server</td>
</tr>
</tbody>
</table>
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Transformer for the Building Segmentation of Urban Remote Sensing

Heqing Zhang, Zhenxin Wang, Jun-feng Song, and Xueyan Li

Abstract
The automatic extraction of urban buildings based on remote sensing images is important for urban dynamic monitoring, planning, and management. The deep learning has significantly helped improve the accuracy of building extraction. Most remote sensing image segmentation methods are based on convolutional neural networks, which comprise encoding and decoding structures. However, the convolution operation cannot learn the remote spatial correlation. Herein, we propose the Shift Window Attention of building SWAB-net based on the transformer model to solve the semantic segmentation of building objects. Moreover, the shift window strategy was adopted to determine buildings using urban satellite images with 4 m resolution to extract the features of sequence images efficiently and accurately. We evaluated the proposed network on SpaceNet 7, and the results of comprehensive analysis showed that the network is conducive for efficient remote sensing image research.

Introduction
In recent years, the rapid development of remote sensing technology has significantly improved the spatial, temporal, and spectral resolutions of remote sensing images. As a basic data source for urban planning management and infrastructure construction, remote sensing images objectively and accurately record the comprehensive features of the landscape and the individual features of ground objects. Remote sensing images have been widely used in the evaluation, standardization, decision-making, simulation, and prediction of the future of urban development, thereby providing a true, reliable, and detailed data basis for urban planning and urban construction (Cheng and Han 2016).

The segmentation of buildings based on remote sensing images plays a significant role in urban planning, population estimation, and topographic map production and updating (Erdem and Avdan 2020). Although the accuracy of extracting building information using manual surveying and mapping methods is high, it exhibits low efficiency and is expensive, and the current situation cannot meet the application requirements. Urban expansion and urban environmental assessment and monitoring are hot research topics worldwide. Owing to issues like dense urban buildings, complex urban background environments, and a large amount of remote sensing image data, the traditional feature extraction methods have not been automated yet. The semantic segmentation of urban buildings has been a challenging task (Mahabir et al. 2018). High-resolution remote sensing images can clearly express the texture details and spatial structural characteristics of ground objects. Therefore, the automatic extraction of building information based on high-resolution remote sensing images has become a research hotspot.

With the successful application of deep learning methods to the field of computer vision, excellent analytical capabilities have been demonstrated with regard to remote sensing image analysis. This study focuses on a precise semantic segmentation model for urban remote sensing building images. The contributions of this study are as follows:

1. Inspired by Liu et al. (2021), we developed a building segmentation network based on a remote sensing image using Swin Transformer.
2. Based on the model, the semantic segmentation of buildings and dynamic analysis of urban buildings were realized.

Related Work
As the convolution neural networks (CNN) architecture achieved significant results in image classification tasks (Krizhevsky et al. 2012), the classification network was developed as a fully convolutional neural network (FCN) (Long et al. 2015) for semantic segmentation. The FCN model, which is the mainstream method in the field of computer vision, is widely used for remote sensing image segmentation. The semantic segmentation of remote sensing images helps group pixels according to the semantic information expressed in the image to obtain segmented images with pixel-by-pixel semantic annotations; this is one of the key tasks associated with remote sensing image analysis. Semantic segmentation models include SegNet (Badrinarayanan et al. 2017), U-Net (Ronneberger et al. 2015), and other variants (Zhou et al. 2018; Çiçek et al. 2016). The urban building extraction method (Pan et al. 2020; Soni et al. 2020) has gradually developed into a network model based on the U-Net network codec (encoding and decoding structure), which is a research mode in the field of deep learning, with various application scenarios. Figure 1 shows the most abstract representation of the codec framework used in the field of image processing.

Figure 1. Encode-decode codec structure for semantic segmentation.
In the neural network backpropagation, the gradient will continue to decrease and eventually tend to zero when the gradient is passed from the back to the front. As a result, the weights of the shallow neural network cannot be updated, and the learning rate of the previous hidden layer is lower than that of the subsequent hidden layer. That is, as the depth of the network increases, the accuracy decreases, a phenomenon called vanishing gradients. To solve this issue, a deep residual framework (ResNet) (He et al. 2016) was proposed to ensure that the gradient is propagated from the top to the bottom of the network during the backward propagation process. Yi et al. (2019) compared the DeepResUnet model to other architectures. Moreover, multitasking in machine learning is used for building segmentation; for example, Hui et al. (2018) used a multitask deep neural network to extract the unique features of buildings. Since the attention mechanism has achieved remarkable results in computer vision tasks, this type of network is gradually being adopted in the field of remote sensing image intelligent analysis. Pan et al. (2019) used a generative adversarial network model with spatial and channel attention mechanisms to select useful features. Pan et al. (2019) and Zhou et al. (2020) combined U-Net and the attention mechanism to realize high-precision building segmentation. Encoding and decoding structures have been highly effective in image segmentation tasks in various fields, where the encoder plays an important role by learning the global context representation, which will be further used by the decoder for semantic output prediction. Despite its success, the limitations of the convolution layer, the main building block of CNNs, limit the ability to learn remote spatial correlations in such networks. The pictures in the SpaceNet 7 data set have high similarity and few samples, and it is easy to appear that the overfitting on the training data is much higher than that of the test data. In this study, we used a vision transformer (Vaswani et al. 2017; Dosovitskiy et al. 2020) as an encoder to learn the sequence representation of the input and effectively capture global multiscale information. The transformer encoder was connected to the decoder through the skip connections of different resolutions to calculate the final semantic segmentation output.

The use of transformers in the field of computer vision has two issues. First, based on the transformer model, the length of the token is fixed (in natural language processing (NLP)). There is no issue with NLP words; however, the proportion of visual elements is different in the field of computer vision. Second, image pixels require higher resolution than words in text. The computational complexity of traditional self-attention is the square of the image size, which leads to the problem of pixel-level dense prediction. Since the emergence of Vision Transformer (ViT) (Dosovitskiy et al. 2020), although various visual transformers are being constantly developed, most models face the issues of complex training and low efficiency. Swin Transformer (Liu et al. 2021) drastically reduces computational complexity. In this study, we process the building segmentation of remote sensing images by combining the aforementioned methods. Inspired by Liu et al. (2021), a shifted window has been used to segregate the regional image, aiming to solve the problem of window boundary discontinuity caused by the feature map division. We have extensively validated the proposed model using open-source remote sensing image data sets. Experimental data based on the open-source data sets show that the proposed method is comparable to the leading methods.

Materials and Methods

SpaceNet 7 Data Set

The SpaceNet 7 data set (Van Etten and Hogan. 2021) includes high-definition remote sensing images and annotations of ~101 locations worldwide and provides a sufficient and reliable data source for the rapid spatiotemporal dynamic monitoring of urban construction land. Each location provides 24 images for two years (one per month). The imagery in the SpaceNet 7 data set comprises red, green, blue, alpha color at medium resolution (~4 m). SpaceNet 7 is an open-source data set that is free to download. Within two years, each geographic area experiences significant urban changes. It provides a sufficient and reliable data source for the rapid spatiotemporal dynamic monitoring of urban construction land. SpaceNet 7 contains images whose total combined area is >40 000 km2. Moreover, the data set includes images with detailed polygon labels of the outlines of buildings, amounting to
more than 10 million individual annotations. This represents a much higher label density compared with that of natural scene data sets, e.g., Common Objects in Context (COCO), or overhead drone video data sets (Van Etten and Hogan 2021). The open-source data set-SpaceNet 7 used in this study well compensates the following shortcomings: (1) individual researchers will spend a lot of energy on collecting experimental data, and (2) the use of various non–open-source databases have limited the quantitative comparison of theory and methods, thus hindering the rapid development of remote sensing deep learning. To better observe the labeling situation, we visualize the original images and their annotations, white buildings, and black background, as shown in Figure 2.

**Methods**

This study proposed the shift window attention of building SWAB-Net model, which includes the benefits of the transformer (Lin et al. 2017; Singh and Davis 2018) and codec (Ronneberger et al. 2015) structure and is a powerful alternative to remote sensing image segmentation. Figure 3 shows the end-to-end segmentation network of SWAB-Net with SpaceNet 7 images as the input and the segmentation prediction as the output.

The encoder is based on the self-attention of shift windows to complete the hierarchical extraction of image features, and the decoder is based on the multi-feature layer fusion of the spatial pyramid model to complete the semantic segmentation task.

**Encoder**

The encoder part is similar to the reverse operation of the Pixel Shuffle (Shi et al. 2016). The detailed parameters of the encoder are listed in Table 1. For example, downsampling is used to reduce the resolution, adjust the number of channels, and form a hierarchical design, while saving a certain amount of calculation. Each down sampling is performed twice so that interval 2 selects elements in row and column directions, concatenates them into a tensor, and finally expands. At this time, the channel dimension will be four times the original size (height and width are reduced by two times), and then the channel dimension will be adjusted to twice the original structure size by a fully connected layer (Figure 4).

In contrast to the traditional multi-head self-attention (MSA) module, SWAB-Net is constructed based on the translation window. Two consecutive SWAB-Net blocks are shown in Figure 5. Each block includes a LayerNorm (LN) layer, multi-head self-attention, residual connection (Zhang et al. 2020), and two Multilayer Perceptrons (MLPs). The window-based MSA (W-MSA) and shifted window-based MSA (SW-MSA) modules are used for transformers.

The local window adopts the nonoverlapping dicing, which adopts the method of cooperation between the shift and local windows, overcoming two significant issues: first, image cutting will cause the loss of information between the windows, and the shift window contains the information lost by the cut in the local window; second, the calculation complexity is reduced from the exponential multiple of the pixel value connection.
to a linear multiple. At the same time, the shift window introduces a new problem, i.e., the number of windows has roughly doubled from the original four windows to nine windows of various sizes. Therefore, a solution has been proposed; it is realized indirectly by shifting the feature map and setting the mask for attention, which can maintain the original number of windows, and the final calculation result is the same (Figure 6).

As shown in Figure 6, the first module uses a regular window to divide the policy. Starting with the upper left pixel, the 8 × 8 feature map is evenly cut into four 4 × 4 windows. At this point, the local window size M is four, as indicated by the purple box. Then, the next module adopts the window configuration shifted from the previous layer, i.e., the regular division window is cyclically shifted to the bottom right by (M/2 × M/2) pixels, as indicated by the change in the position of the purple box in the figure. By adopting the shift window division method, the two consecutive Swin Transformer Blocks, as shown in Figure 6, can be calculated as Equation 1.

\[
\hat{Z}_i = W-\text{MSA}\left[\text{LN}(Z_i^{L-1})\right] + Z_i^{L-1}, \\
Z_i^{L-1} = \text{MLP}\left[\text{LN}(\hat{Z}_i)\right] + \hat{Z}_i, \\
\hat{Z}_i^{L-1} = \text{SW-MSA}\left[\text{LN}(\hat{Z}_i)\right] + Z_i^{L-1},
\]

where, \(\hat{Z}_i\) and \(Z_i\), respectively the output characteristics of the SW-MSA module and the output characteristics of the MLP module of the \(i\)th block (Figure 5). The shift window division method introduces a connection among previous non-overlapping adjacent windows.

Pyramid Pooling Module

The pyramid pooling module (PPM) (Zhao et al. 2017) is a four-layer structure with bin sizes of 1 × 1, 2 × 2, 3 × 3, and 6 × 6. A block diagram of PPM is shown in Figure 7. To further reduce the loss of contextual information among subregions, we propose a hierarchical global prior structure that contains information of different scales and subregions. The global scene prior information can be obtained on the final layer feature map of the deep neural network (Lin et al. 2017).

The output of a single global pooling bin at the coarsest level (Yu et al. 2018). The pyramid branch divides the feature map into different subregions and collectively represents different locations. The output of the different levels in the pyramid pooling module contains feature maps of different sizes. To maintain the weight of the global characteristics, if there are \(N\) levels in the pyramid, a 1 × 1 convolution layer is used after each level to reduce the number of channels of the corresponding level to \(1/N\) of the original number. Then, the low-dimensional feature map is directly upsampled through bilinear interpolation, and a feature map with the same size as the original feature map is obtained. Finally, the features of the different levels were concatenated as the final global feature of pyramid pooling.

Decoder

The decoder module is used to gradually restore the spatial information of the feature map. The network structure designed in this study is based only on the feature pyramid network (FPN) architecture. After four downsampling iterations, the smallest feature map has a scale of 1/32 of the original image; therefore, it can retain more local details of the road. Under a relatively shallow network structure, the high-level, medium-level, and low-level semantic features are merged through the encoder-decoder connection among previous non-overlapping adjacent windows.

The feature map output by each stage in the network (Lin et al. 2017) is recorded as (C2, C3, C4, C5), and the feature maps output by FPN are (P2, P3, P4, P5), where P5 is the feature map directly generated after PPM. The downsampling rate is (4, 8, 16, 32), the feature map of each stage has entities drawn in the network structure, and the corresponding sampling ratio is marked. The feature map of the semantic segmentation task is a fusion of all the layers of the FPN. There are four decoding blocks in which bilinear interpolation is used for the upsampling. Common upsampling methods in this algorithm include bilinear interpolation and transposed convolution (Figure 8).

Mathematically, bilinear interpolation is the expansion of linear interpolation on a two-dimensional right-angled grid, which is used to interpolate bivariate functions (e.g., \(x\) and \(y\)). The core concept is to perform linear interpolation along two directions. Suppose we want to obtain the value of the unknown function \(f\) at the point \(P = (x, y)\) and...
we know the function $F$ at $Q_{1} = (x_{1}, y_{1})$, $Q_{2} = (x_{2}, y_{2})$, $Q_{3} = (x_{3}, y_{3})$, and $Q_{4} = (x_{4}, y_{4})$, the value of the four points, the linear interpolation along the $x$ direction would be Equation 2.

$$F(R_{i}) = \frac{x_{i} - x}{x_{2} - x_{1}} F(Q_{1}) + \frac{x_{2} - x}{x_{2} - x_{1}} F(Q_{2}), \text{ where } R_{i} = (x_{i}, y_{i})$$

(2)

The linear interpolation along the $y$ direction would be Equation 3.

$$F(P) = \frac{y_{2} - y}{y_{2} - y_{1}} F(R_{i}) + \frac{y_{1} - y}{y_{2} - y_{1}} F(R_{j})$$

(3)

The result $f(x, y)$ is obtained using Equation 4.

$$f(x, y) = \frac{F(Q_{1})}{(x_{2} - x_{1})(y_{2} - y_{1})}(x_{1} - x)(y_{2} - y) + \frac{F(Q_{2})}{(x_{2} - x_{1})(y_{2} - y_{1})}(x_{1} - x)(y_{1} - y)$$

(4)

For each category, it calculates the ratio of an intersection to a union. For the mean intersection over union ($\text{mIoU}$) per category, the denominator is the sum of predictions of the target and prediction masks. Specifically, it refers to the ratio of the number of pixels in the common area of the target and prediction masks. Specifically, it refers to the ratio of the number of pixels that belong to other classes but are predicted to be class 1 (including $p_{i1}$). In $p_{i1}$, the denominator is calculated twice, therefore, one value of must be subtracted.

$$\text{mIoU} = \frac{1}{k+1} \sum_{i=0}^{k} \frac{P_{i}}{\sum_{i=0}^{k} P_{i} - P_{i}}$$

(5)

Note: $k$ denotes target classes and 1 denotes background class. Cross-entropy is defined as a measure of the difference between two probability distributions for a given random variable or a set of events. It is widely used for classification tasks, and as segmentation is a pixel-level classification, it performs very well. In multi-classification tasks, the softmax activation function adds a cross-entropy loss function, which is often used, because cross-entropy describes the difference between the two probability distributions; however, the output of the neural network is a vector and not the form of a probability distribution. Therefore, a softmax activation function is needed to "normalize" a vector into a probability distribution, and then the cross-entropy loss function would be used to calculate loss. As there are positive and negative examples, and the sum of their probabilities is one, there is no need to predict a vector, and only one probability is needed. The loss function is defined as follows:

$$L = -[y \log \hat{y} + (1 - y) \log (1 - \hat{y})]$$

(6)

where, $L$ represents the value of the loss function, $\hat{y}$ is the probability that the model predicts that the sample is positive and $y$ is the sample label. If the sample is positive, the value is 1; otherwise, it is 0.

## Results

We compared our experimental results with those of several advanced deep learning algorithms based on the data sets U-Net and Baseline net. Based on the comparison between the results of the deep learning model prediction and the Dice coefficient of the ground truth, the Dice values of U-Net and our proposed network were 0.5647 and 0.7950. The details are listed in Table 2.

The Dice coefficient of the model in the test set was stable at 0.795, and mIoU reached 65.9% (Table 4). The accuracy of the model training and test sets was high and close (see Figure 9 and Figure 10), which implies that the model can better identify buildings in the city (see Figure 11), and the overall performance of the training results is good (Table 3).

### Table 2. Comparison between intersection over union and loss based on U-Net and SWAB-Net model verification sets.

<table>
<thead>
<tr>
<th>Index</th>
<th>U-Net</th>
<th>SWAB-Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss</td>
<td>0.4353</td>
<td>0.2473</td>
</tr>
<tr>
<td>IoU</td>
<td>0.2782</td>
<td>0.6034</td>
</tr>
</tbody>
</table>

### Table 3. Test results of the proposed network model.

<table>
<thead>
<tr>
<th>Class</th>
<th>Accuracy</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background</td>
<td>36.72</td>
<td>42.30</td>
</tr>
<tr>
<td>Building</td>
<td>98.94</td>
<td>95.09</td>
</tr>
</tbody>
</table>

mIoU = average intersection over union (IoU) per category.

### Table 4. Global accuracy of SWAB-Net of the proposed network model.

<table>
<thead>
<tr>
<th>Scope</th>
<th>mAcc</th>
<th>mIoU</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>70.62</td>
<td>65.90</td>
<td>95.23</td>
</tr>
</tbody>
</table>

mAcc = mean accuracy; mIoU = average intersection over union (IoU) per category; Acc = accuracy.
Conclusion
This study proposed a novel semantic segmentation method of the attention module, which is a supervised method known as the shifted window-pyramid self-attention network, SWAB-Net. The receptive field size of the CNN model is fixed so that global semantic information cannot be obtained. Vision Transformer achieves excellent results in image processing, but the model requires a large data set to train. The proposed method overcomes the drawbacks of the limited input size of CNN models and the need for large data sets. The shift window is used to retain information lost due to window slicing. The structure is very simple as it contains only two parts: one is the shift window self-attention backbone network, which is used to learn buildings based on the local features of the images (short-distance context information around pixels). The other part is the feature pyramid module, which is used to obtain global features (long-distance context information of other pixels in the image) and comprehensive features (including color, texture, geometry, and high-level semantic features).

In addition, this study provides a building identification module to assign a unique identification to the same building in each region data set (one image per region is collected every month for two years, a total of 24 images). In this way, the change detection of urban buildings can be realized, and more intuitive data can be provided for the dynamic monitoring, planning and management of the city.
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