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ABSTRACT

The underlying rationale and practical utility dfamce-adjusted indices (e.g., kappa, tau) as agcunaasures in
image classification have been under criticismeftong time despite the fact that they are nearansally used. It has
been suggested that the degree of chance agreeragiie overestimated, or it makes no sense toapeakor tau for
their declared objectives due to the inconsistarfitlie chance definition. On the contrary, usertsigacy, producer's
accuracy, and overall accuracy should be recomntebhdeause they are directly interpretable as piititied of
correct classification. Besides the continuingi@sm in remote sensing literature, much more dismns can be
found in psychology and sociology literature whieaippa originated. In this paper, we give a revieiterature of the
chance-adjusted measures, specifically kappa-liasores. We focus our discussion on whether thessures are
theoretically sound and practically interpretatée re-evaluate the usefulness of kappa-like measand give our
recommendation of proper accuracy measures foracgassessment.
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INTRODUCTION

Accuracy assessment plays an important role in teesensing image classification. It is importanktmw the
quality of the classification maps before we conduther analysis. A number of indices have bemppsed to measure
the accuracy of classification maps, among whidrail’accuracy (OA), producer's accuracy (PA),'ssacuracy (UA),
and kappak ) are mostly used.

Overall accuracy, also called overall agreement, aacuracy, or proportion of pixels correctly clfed, is the
proportion of pixels whose class labels agree tithground reference. It is suggested that ovacailiracy includes
chance agreement indicated by the row and colutatsto the error matrix and the expected changkjhdepends on
the number of classes in the image classificatioshén 1960). Therefore, it is declared that ovexretluracies from
different image classifications are not suitablecimmparison when the number of classes is differen

Chance-adjusted measures like kappa are proposacetoome the comparability issue of raw measuieb as
overall accuracy. Chance-adjusted agreement isumegehby removing the chance agreement and is segpgogrovide
a better index for accuracy assessment. In thisrpag adopted the view of Stehman (1997) thatrfckadjusted” is a
better terminology than “chance-corrected”.

Chance-adjusted measures have been under contimitiogm since 1980s. Chance-adjusted measuras fivst
developed in sociology and psychology and themdhiced to remote sensing community. Criticismfelthe same
path of knowledge transfer. Main works criticiziolgance-adjusted measures in remote sensing inElooidy (1992,
2008), Ma and Redmond (1995), Stehman (1997; 1#98jtius (2000), Liu, Frazier, and Kumar (2007) &tehman
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and Foody (2009). Despite the continuing effortsheke scholars, the criticisms are to a largenexgaeored by most
studies. Researchers often feel that it is oldiy&d report kappa in their research.

This paper aims to provide a review and re-evalnatif the chance-adjusted measures and relatécisoni.
Recommendations on the use of chance-adjusted rasame also provided. Among all the chance-adjusieasures,
kappa is the most widely used one. Therefore, dpeipmainly focuses on kappa-like measures.

DEVELOPMENT OF KAPPA-LIKE MEASURES

Kappa-like M easures

Kappa-like measures are a collection of chancesséstiuindices used to account for the accuracy afgém
classification (interpretation) that can be attidile to random chance. Here we mainly review timosasures that are
familiar to the remote sensing community, includkappa, weighted kappa, conditional kappa, and(Table 1).
Besides kappa-like measures, other more complexcekadjusted measures have also been proposedasudgbkin
(1990)'sa, Andres and Marzo (2004)'s delta, etc. Howevesdlcomplex measures are of little use due toitfieutty
of interpretation.

Table 1. Main chance-adjusted measures shared by diffeigsiplihes

Measures Literature in sociology and psychology eriiture in remote sensing

Congalton (1980, 1981), Chrisman (1980),
Kappa Cohen (1960) Congalton, Oderwald, and Mead (1983)
Conditional kappa Coleman (1966), Light (1971) Rdisdd and Fitzpatrick (1986)
Weighted kappa Coleman (1968) Rosenfield and Ritigha(1986)
Tau Klecka (1980) Ma and Redmond (1995)

The above four kappa-like measures are definedilmaserror matrix (also called confusion matrix)enénthe results
of two raters or judges are compared. In the chiseagie analysis in remote sensing, the resultsade classification are
compared to the ground reference. Suppbgixels are considered, and they are classifiemnintlasses in an image
classification procesd éble 2).

Table 2. Error matrix

Ground reference User's
Row total
Class 1 2 n accuracy

1 X11 X12 e Xin X1+ X11 X1+

Image 2 X X X X X0 I%
classificatio 2 22 2n ad 22 7o
n Xn1 Xn2 Xnn Xn+ Xan MXns

Column total X1 Xi2 Xin N
Producer’s accuracy | Xgq /X1 Xoo [X40 Xnn MXen

Letx; be the number of pixels that are classified asstllut are actually clagsn the ground reference. The column
totalsx., and row totals. are called marginals. The four kappa-like meadua®e the universal form as

Index=— e e, 1)
maxP, )-P.

o Cc
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whereP, is the overall accuracy, md is the maximum possible overall accuracy thatlmmwmbserved, arié. is the
proportion of pixels for which agreement is expddiy random chance. Equation (1) has the samedsriine index3

proposed by Brennan and Prediger (1981). For pip&dike indicesP, is defined as

a:ﬁixi’ N=3X, =3 x, @
i=1 i=1

The definition of maxp,) andP. varies with the index defined.

Kappa. The popular kappa index was first introduced asvatechnique by the statistician and psychologisoll
Cohen in his seminal paper published in the jougdatation and Psychological Measurement in 1960 (Cohen 1960).
Based on Tirk (2002)'s review, kappa was introduoeithe remote sensing community in early 1980Rbygsell G.
Congalton and his co-workers (Congalton 1980, 1g&ihigalton, Oderwald, and Mead 1983) in USA an&€bsisman
(1980) in Britain. Cohen defined maR.j as 1, and chance agreeminas

P=L3%.x, - &)
N° =T

Cohen’s kappa is then defined as

o= 1-P L
¢ Nz_z)ﬁ)(ﬂ
i=1

The limits (i.e., maximum and minimum) and samplahgracteristics (i.e., variance/standard errorcmdidence
intervals) of kappa were also discussed by Coh@6Q)land a correction to the variance of kappagien later by
Cohen and his co-workers (Fleiss, Cohen, and EI&®9).

Kappa is declared to have two advantages overcawacy:

» Kappa considers all the cells of an error matrid #mus incorporates more information (Rosenfield an

Fitzpatrick-lins 1986; Fung and Ledrew 1988; Dieksl Lo 1990; Jansen and van der Wel 1994);
» Kappa is suitable for comparison between differembr matrices because it removes chance agreement
(Congalton, Oderwald, and Mead 1983; Congalton 1991

The estimated kappa coefficients of two m@,and /?2, are usually compared to examine the significasfce
difference in image classification accuracy. Thynificance is defined as

z= 1 2 (5)

where &1 and 6'2 represents the estimated variances of the kapgféiaients /?1 and /?2 respectively.

Weighted kappa. Weighted kappa was proposed to consider partigeagent, errors of varying importance, or
agreement of ordinal data (Cohen 1968; Fleiss, Godned Everitt 1969). For example, it may be waeselassify an
agriculture area as bare land than to classif igrass land. Weighted kappa was introduced to teesensing by
Rosenfield and Fitzpatrick-lins (1986). Assigningight w; to thei, jth cell in an error matrix, the weighted overall
agreemenPO* , and chance agreemelﬁcf are defined as

. 1 n n Y 1 n n
R =NZZWU‘)§J' ’ P :WZZWJ')Q+X+J' : (6)

i=1 j=1 i=1 j=1
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Thus weighted kappa is given by
k=0 )

Conditional kappa. Conditional kappa was proposed to test the indalidategory agreement (Coleman 1966;
Light 1971) and was introduced to remote sensingasenfield and Fitzpatrick-lins (198®),, P, and the maximum
agreement available for tiith category are defined as

Poi = Xii ! I:T:i = )§+)§+i ! I:)maxi :ﬁ ) (8)
N N N
Thus conditional kappa for thih category is given by
_ Ri-R NG XX (9)

/(i
l:)maxi _Rj NX+_)§+X+i

Tau. Tau measures the agreement by comparing the @assifi with a random assignment of pixels to dass
(Klecka 1980). It can be regarded as a resporte teriticisms of kappa (more discussion to foliohe next section).
Tau was introduced to remote sensing by Ma and Bedif1995). Tau is defined as

T=RR, (10)
1-P

[

whereP, is as defined before (referring to equation (2)dP, is defined as

Ny _ 1
= e = X - (11)
R: ; N E% N2 ;XHX

In equation (11)x /N is user-specified, theepriori probability of class membership, axqds proportional tox,;. When
thea priori probabilities of class membership are equal fdaasificationx, = N/n, thus

7 =Rl/n (12)
1-1/n

Equation (12) is a special case of tau, and héssame as the modified kappa statiskw, proposed by Brennan and
Prediger (1981) and Foody (1992).

CRITICISMS

Criticisms on chance-adjusted measures are mdiolytdhe declared advantages and properties obkapifi is the
most widely used one, mainly on the declared adwgstand properties. There are more criticismamb& in other fields
than in image classification. However, some cgtit$ are not relevant to image classification dubkdavay that kappa is
used in different disciplines. For example, the wappa used in image classification is differeatrfrthat in sociology
and psychology. In the latter, the marginals (€elumn totals and row totals of the error matniX able 2) can be either
fixed or free. When both marginals are fixed, caluiotalx,, are deemed to equal to the corresponding rowsxgtah
accuracy assessment of image classification, thencaotals are from ground reference and areftked. The row totals
are from image classification, and are free. Tleegk,, does not necessary equgl Therefore, many criticisms on
kappa as to the marginal issues are not relevaimhdge classification (Brennan and Prediger 198tc¢lh@tti and
Feinstein 1990; Feinstein and Cicchetti 1990; vgr Bnd von Eye 2008). In the following, we onlyiesv those
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criticisms relevant to image classification.

Kappa doesnot Consider All the Cellsin Error Matrix

As stated in the previous section, one of kappattaded advantages is its use of information ahallcells from the
error matrix. Criticisms of this advantage areigtrdiorward and leave no confusion (Stehman 1993hiNand Tanaka
1999). Based on the definition of kappa, the chameeP, is defined based on the marginals, i.e., rowdatatl column
totals; therefore kappa does incorporate someiaffeshal information in the error matrix (Stehma®7p However, the
total of cells cannot reflect the detailed inforimatof all cells. Kappa does not use all the csittiee different internal
configurations of the error matrix can result in #ame marginals (Stehman 1997). For example, swep the cells of
the upper triangle with the lower triangleTiable 2, we would get the same kappa value.

Controversiesin the Definition of Chance Agreement

Criticisms of the second advantage of kappa atiealrand need more attention. It is found thatitib@duction of
chance agreement is problematic. The definitiochahce in kappa is based on the assumption thabtals and column
totals are independent and randomly assigned. Breand Prediger (1981) provide one of the firgicali evaluations of
kappa, whose relevant points to image classifinati@ summarized here. Brennan and Prediger (29§ug that the
chance agreement should be definedas 1h based on the independent and random assumptigafigument is
supported by Foody (1992) who argues that chaneeagnt is overestimated in kappa resulting inraterestimation

of classification accuracy. Later, Ma and Redmdr#Pb) find that Brennan and Prediger (198k)r’]sis a special case

of tau (Equation (12)). The main difference betwkappa and tau coefficient is that kappa uses trgimal proportions
of the classified map to define chance agreemengreas tau uses marginal proportions speciliédr to image
classification. In other words, kappa is basedheratposteriori probabilities of class membership, whereas tdnased
on thea priori probabilities.

Uebersax (1987) may be the first to notice the regiittion in the definition of chance agreemenngdghea
posteriori probabilities. The ternP, represents chance agreement accountable to théypdthesis of randomly
assigning class membership. There would be ngoirttation problem of kappa when the null hypothissisue. In other
words, when both the reference data and the dtzg8ih map are randomly assigned with class mesnBgcould be
calculated as defined. Kappa would equal zeroisnctise. However, it would be problematic to interappa when the
null hypothesis is not true. This second situaisoactually quite common in practice. As neithex teference data nor
classification map is randomly assigned, chanceesmentP, cannot be calculated as defined. Therefore, itemato
sense to calculate kappa basedPon

Agresti (1996) further discusses the controversy @rcularity in reasoning of kappa. Based on thaéndion of
chance agreement in kappa, the marginal proportibiize row totals are fixed before the classifmat However, the
marginal proportions used in calculating chanceagentP, are the result of the classification, not fixedrgnasal
proportions. Therefore, the calculation Rf violates its definition, which leads to the prabge of calculating and
interpreting kappa.

While acknowledging the issues of using ghgosteriori probabilities to calculate the chance agreemedéefised,
Stehman (1997) further argues that it is also grobtic to define chance agreement usingtgori probabilities as in
tau index. Stehman (1997) identifies two issuetaof First, the dependence of tau onahiori probabilities causes
confusion. Two maps with the same error matriceg Inaae different tau coefficients becauseahiori probabilities
(say ﬂk) are different for the two maps. Second, it ididift to interpret tau if the map marginal propons are not

forced to matchgk in the classification process. This is usuallyadhse in image classification as the marginal pitigo

of the rows are usually free.

Another criticism is that using theepriori probabilities introduces uncertainty to the caltioh of tau (Stehman
1997; Liu, Frazier, and Kumar 2007). For examilere¢ may not be available data to estimatebréori probabilities.
The determination of thepriori probabilities may also be subjective.

Conditional kappa and weighted kappa also sufierstime criticisms applied to kappa and tau asitteyit the
same framework of kappa (Liu, Frazier, and Kuma®730 Moreover, the definition of weight introducksther
uncertainties to weighted kappa.

Misuse of Kappa
The widely used guidelines to interpret the magigitof kappa as strength of agreement are problerfMtinel,
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Williams, and Ormerod 2001; Di Eugenio and Glas842@on Eye 2008; Foody 2008)able 3 gives two guidelines
which are based on the interpretation of kappamasasure of degree of agreement. However, kappefireed as the
agreement beyond chance, not agreement per ses Butbumb as inrable 3 can be misleading. Kappa is often
mis-interpreted as a measure of agreement pertse literature. For example, Warren et al. (2082 reported kappa
when comparing the accuracy of image classifiodftiom Landsat imagery and SAR imagery (Table 5h& 11.3 on
p.176). They stated that (p. 175; Italics addedjhile theaccuracy derived from the SAR data was fairly low, the
accuracy for black spruce was higher than observed in tredsat TM-based classification."”

Table 3. Strength of agreement based on kappa

(A) Landis and Koch (1977)'s scheme (B) Fleis8()% scheme
Kappa Agreement Kappa Agreement Kappa Agreement
<0.00 Poor 0.41-0.60 Moderate <0.40 Poor
0.00-0.20 Slight 0.61-0.80 Substantial 0.40-0.75 oo
0.21-0.40 Fair 0.81-1.00 Almost Perfect 0.75-1 dibent

Note: The inconsistency of the two schemes itdstf mdicates the arbitrary and problematic ofgbale division.

There are fundamental concerns associated witladbaeracy comparison based on Equation (5) (Foof)20
Equation (5) can only be used when independentlsarape applied in calculating kappa (Cohen 1986yvever, this
assumption of independence is not always satisfeite often the samples used to calculate kappaedated. For
example, kappa coefficients to be compared aruleddd based on the same sample sites (Cong@ltmwald, and
Mead 1983; Haack et al. 2002; Sohn and Rebello)2@0&etailed discussion of this issue can be faarfebody (2004),
with solutions of this issue proposed.

DISCUSSION AND CONCLUSIONS

The main points in previous section are summardzeidllows (in the case of kappa-like measures):

» Kappa does consider all the cells in the errorima declared.

* The definition of chance agreement bears fatalkowetsy and is not applicable in practice.

» Kappa is quite often misinterpreted in literatuseaaneasure of agreement per se, not agreememtcbelyance

as defined.

 The comparisons of kappa coefficients from diffeérelassifiers are often wrong due to the use dteel

samples.

Given the review of chance-adjusted measures @ decriticisms, we may ask the following criticalestion: Are
chance-adjusted measures necessary? Some reseamrgesuggested that chance-corrected measures agressary.
For example, Stehman (1997; 1999) suggests timatkiés no sense to use kappa and tau for thearddabbjectives due
to the inconsistency of the chance definition. @ndontrary, overall accurady(), producer’s accuracy (PA) and user’s
accuracy (UA) should be recommended as they agetlirinterpretable as probabilities of correctslfication. Tirk
(2002) argues that chance adjustment is completelgcessary and the traditional practice of reppiappa should be
admonished. It is suggested that the correct fitzt&in due to chance is a windfall gain; it i< necessary for the users
or produers of the maps to worry about.

Some declared characteristics/advantages of clatjosted measures actually also apply equallytteraheasures
of accuracy (Foody 2008). For example, varianam &an be derived for other widely used accuracysorea such as
overall accuracy (Foody 2004). The statistical ificamce of differences in classification accuraey then be evaluated
based on this newly derived variance term.

The equivalence between overall accuracy and ckadjosted measure have also been found if the stency of
chance agreement is ignored. For example, Steht®&7Y) argues that, (Equation (12)) is actually a linear scaling of
overall accuracyR,). ThereforeT, rescales the magnitude of the difference betweeRtvalues without changing the
ordering or ranking. Similar relationship has ddsen found between overall accuracy and kappan iexéew of papers
published in the journdPhotogrammetric Engineering and Remote Sensing from 1989 until 2003, Wilkinson (2005)
found that there is strong linear correlation betw&appa and overall accuracy. This high corredatias also been
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confirmed by Liu, Frazier, and Kumar (2007) in theitensive study of published error matrices. Tilesns that overall
accuracy and kappa provide much the same informatio

In conclusion, we do not recommend the use of avadfusted measures, considering to three fatalvardble
characteristics: (1) inconsistency in the defimitiof chance agreement; (2) misleading interpretatiod misuse in
practice; (3) no more informative information comgzhto other measures such as overall accuracydd¥ecommend
that overall accuracy, producer's accuracy, antsusecuracy be provided along with the originedeematrix from which
these three accuracy measures are calculated. ivbem four items are presented together, the eadieget all the
necessary information as to the global image acgura
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