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ABSTRACT

There is a wide variety of data product characion methods to describe LIDAR data quality. Thestrbasic
methods typically use a measure derived from \a@rditferences at known checkpoints (surface paicteeobtain the
vertical accuracy, and thus, simply ignore the regontributions of the horizontal components. Mavanced
methods attempt to also characterize the horizateliracy of the LIDAR point cloud, by using measoents at
LiDAR identifiable targets or other man-made obgetiat can be distinctly extracted from both hartaband vertical
representation in the LIDAR point cloud. Howevéere is a relatively limited, or no attention dt jphid to the surface
complexity of LIDAR-surveyed area itself. Thoughoti the surface geometry macro- and microstructares the

material characteristics play a role in the erroddet besides the sensor measurement errors. bjbetiee of this

study is to elaborate only on the requirementadtaquate surface representation in combinationthéh iDAR error

characterization techniques to identify the refati®tween the two surfaces, the measured and meée(aleal), and
thus, to support better LIDAR or in general poiaiucl error characterization.
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INTRODUCTION

DEM is an extremely important geospatial produet tls broadly used in almost all mapping and eraging
applications (Muane, 2007). For example, it is alseused in flood plane mapping or line of siginiabysis for
telecommunication, and indirectly in orthophoto gwotion or 3D city modeling. While the concept dER is not
new, the exploitation of this data structure sthrvaly with the introduction of powerful computeaad softcopy
photogrammetric systems that provided an affordgitdéform for mass surface point generation froransed
airborne imagery. The next major development oeclwhen active imaging sensors with direct 3D mesasant
capabilities were introduced in topographic mappingparticular, when LIiDAR providing a direct sace point
acquisition technology became the dominant soufcBEMs at local scale. In fact, image-based surfpomt
generation lost significant market share at thaetiNow with the improving performance of digitaineeras and
image matching techniques, the stereo-photogranoakyrcreated point cloud is again gaining reles@nFinally,
there are a variety of terms used for describinfasa model/data, including DSM, DED, DTED, DTM, BiEetc.,
some of them overlap in definition, while otherg amique; in the following, only the DEM is usedageneral
term.

The error characterization of DEM data is not awmiabs task given the extremely large number of {soand
various characteristics of data acquisition ancc@ssing techniques. Furthermore, surface data, teathin only
and terrain with objects, have a few major datagsgntations, including irregularly spaced poirtadgridded data
(raster) (both can be with and without breakline§)N, and contours. Standards, guidelines and produ
qualification methods have been developed mostlgdyernment agencies to provide for a consisteatttnent of
data, usually acquired from various sources. Thmgry, most often used regulations are from USGEVIR,
NGA, FGDC, ASPRS, etc. All of these standards/gings are mainly focused on the DEM data QA/QCluding
accuracy, ground control and statistical evaluatisethods, and there is no or little attention paidhe actual
surface, or, in broader term, to the impact of dgect space characteristics on the DEM charaectiéoiz. The
varying surface geometry and condition are typjcalbnsidered in deciding on DEM point density oruising
breaklines, etc. The objective of this study isldok into the surface/object space condition immierof spatial
sampling of the surface and surface representaticanalyze its impact on the QA/QC processes of Dddh.
Though the original motivation comes from usingfaces extracted from LIDAR data, the discussion mitke no
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distinction with respect to the origin of the potibud, as the emphasis is currently shifting froiDAR point
cloud to the broader point cloud processing, whatdo includes stereo or multiple ray image gendrataface
point clouds.

SAMPLING THEORY

Surface elevation dat&,, with respect to a mapping plane, in general,lmgonsidered as a two-dimensional
continuous function:

S = f(xy) 1)

where & is the vertical 4 coordinate, x andy are the horizontal coordinates in a mapping pld&we. practical
reasons, the discrete representation of the suslceld be considered, which is typically obtaifgdan evenly
spaced two-dimensional sampling of the continuauetion and by converting the continuous elevatialues to
discrete ones:

E =Q,(S)=Q,(f(x.y,)) 2)

where, Q, is the quantization function (typically a regulstep-function), which maps the continuous input
parameter space & discrete levels, p is the number of bit used feargizationx; andy; are the coordinates at the
sampling point ofi andj, respectively. The fundamental question is howl we second representatioEdiQ
describes the first representati&)( According to Shannon’s information theory (Shamn1948), if the sampling
distance satisfies some conditions, then the coatia signalS; can be fully reconstructed from the samp’ﬂ-;ﬁ
The required sampling distance is defined by thd-kvewn Nyquist frequency (Shannon, 1949). For tive-
dimensional signal case, fif, and ', are the highest spatial spectral frequencies fgivan surface, then the
sampling distanced’s and d’s are sufficient for the complete representatiorthig surface, and consequently, the
continuous surface can be restored without any éwm the discrete representation in this ideakeca he Nyquist
criterion for the two-dimensional case is:

L1 1
dsszfX and dsyszfy (3)

If the Nyquist criterion is satisfied, then the @astruction of the continuous surface from the iscsamples using
the required or shorter sampling distances is destby:

SeN=Y SE _ _
EEofed] bd

(4)

dg 4

S S
In this ideal case, this reconstruction introduneserrors, as the discrete representation proadesmplete
description of the surface function, see Fig. 1e §ampling distances in tieandy directions could be different in

some specific cases. Furthermore, the concept eamxtended to non-uniform sampling; though, it Imas
advantages in general practice.
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Figure 1. Surface reconstruction.

In reality, it is generally impossible to achieveist ideal situation for several reasons. First bf the
characteristics of real surfaces are not knowrthed\yquist criterion can be only estimated froompkes. Second,
there are inherent limitations of the measuremgmstesn, which introduce measurement errors. Althotlggh
guantization is a non-linear transformation, itspamt in practice can be safely ignored, as in moadkgital
systems, the usual numerical representation prexidgh-precision representation for wide signaferso that the
error introduced by converting the continuous sigma a discrete one is negligible (Widrow and koJ 2008).

DISCUSSION

Though the information theory provides a clear $dsi surface sampling, i.e., what the maximum dargp
distance should be to fully represent a surfackast a global character, meaning that the whole sineuld satisfy
the Nyquist criterion. For large surfaces, thisditon could be too conservative if the surfacendes are different
within the area. For example, an area with a roudrinto smooth rolling terrain would require a tég sampling
rate for the riverbank, which represents a breaksituation in mapping terms, while a moderate s$isngnpvould
clearly satisfy the requirements for the remainiagt of the area. Therefore, the surface areatefast should be
first divided into smaller areas with nearly ideati sampling requirements. This concept is praltyiédentical to
the tiling process used mapping, image compressiQrip some extent, wavelet transformation. Thaeeseveral
ways to perform this segmentation and most of thesthods are based on estimating the surface slope.

The segmented areas can be further analyzed bagsbé shape of the surface segments. There coiduhipde
surface segments that can be composed from plaat@hgs, spheres, conical shapes, etc., which cobeld
analytically modeled and, consequently, describgdabfew parameters. These segments should be lkiandle
differently from the segments of generic surfaees] are not considered in the following.

Provided that the area is segmented into nearlyolgemous areas in terms of surface undulation, ¢ task
is the determination of the largest sampling distatihat can satisfy the Nyquist criterion. Sinoeréhis practically
no a priori information available on the requiremmpling distance, the simplest way to estimate séwapling
distance is if the surface is transformed intoRkberier domain, and the power spectral density (FiSDeratively
computed with varying sampling distances. Starfiogn a large value, the sampling distance is deegan small
steps and the Fourier transform is recomputed. @imexe is no change in the shape of the signahénspectral
domain, the process is terminated, and the sampditegis accepted. Unfortunately, the sampling atdod limited
by the applied data acquisition technology, and tlitus possible that the surface is under-samietbw Nyquist
criterion), and thus, this approach may not workwidver, the results will still indicate that (i.ender-sampling),
so it can be used as an alert signal. Based orinfbemation from neighboring segments as well asayal
expectations, the implementation of this methodlmanptimized to reduce execution time.

Once the segments are sampled at or near the Nymjitésion (note the sampling distance is estimatnd a
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multiplication factor, to decrease the samplingatise, could be also used to make sure that therion is met
with some margin), the surface, in theory, is repnded in its original shape, practically withoutyarrors (the
guantization error can be safely ignored, as dsstigbove). In this ideal case, the surface hedtitown basically
with no error, provided the measurements have rar.eFhe question is whether this perfect surfapresentation
is really needed in applications? Clearly, everthim most demanding mapping applications, such gseering

scale mapping, there is room for an error budgedther words, measurement errors exist and thasel®a no need
to fully satisfy the Nyquist criterion.

In real situations, the earth surface as well geadd cannot be observed without limitations, s@m®unt of
surface details should be discerned, and thusrdripal question is, how to optimize the parantetdra discrete
representation, such as sampling distance (ame&eifled, quantization levels), for any given acguraquirements
in terms of acceptable surface deviations in th&/DEor example, what is the minimum sampling distato keep
the differences between the two representationgruadpredefined threshold? The answer, in gendegdends
significantly on the application circumstances. Fmtance, for creating a topological map, roadaser roughness
is irrelevant, and small surface variations shootd be considered. However, for road design or teaamce
purposes, this information, the details of the almn changes, is equally or even more importaan tthe global
nature of the surface, such as the road locatieotine mapping frame.

In most DEM applications, the measurement erroeskawown or relatively well-characterized, basedtlom
technology used; for example, sub-decimeter vdrdcauracy for LIDAR or sub-meter accuracy for Ifi8AThe
accuracy requirements of DEM products are usuadifindd at various accuracy levels, such as the DTED
classification by NGA. In some cases, it is defimeda relative basis, to be as high as possible meispect to a
given data acquisition technology. While measurdnaecuracy and product accuracy requirements dferetit,
there is no difference between them with respecsudace reconstruction. In other words, the saoréace
distortion can be caused by either measurement errallowance for application error. Fig. 2 shoavsurface
profile; for simplicity, the one-dimensional casecbnsidered, as the generalization to 2D is dttingvard. In Fig.
2, the brown line shows the ideal surface profded then an envelope around that profile, markedlog
boundaries, shows an acceptable error range; tloe enge can be defined by measurement error adygt
accuracy requirement in usual statistical termghsas & or CEP90. Based on the error envelope, the ideal
reconstruction of the surface profile is not needadact, any curve in the error envelop is aneptable surface
representation, as it meets the accuracy spedificabmong the infinite number of profiles, the otat requires
the largest sampling distance that meets the Nyquiterion should be selected, and, to avoid b&mws the
smallest distance from the ideal surface profiteptactice, the first condition can be easily @5 while the
second is typically not. The curve, marked in radFig. 2, shows a simple solution, which clearlyetsethe
requirements; compared to the ideal profile, theeis smooth.

Acceptable representatiop’(x))

=T

=8 Error range (2)

Ideal/reference profilep(x))

Figure 2. Allowing for surface reconstruction error.

The error between the reference and reconstrucitid evror profiles can be estimated by the follogvin
expression:

[B(¥) = p(x)] < 2 j X )

where X(f) is the spectrum (PSD), arfd is the spatial frequency band. The expression Igimatates that the
reconstruction error is due to the spatial freqyezmmponents that fall outside of the frequencydbdefined by the
sampling rate.
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There are several potential approaches to find ptimal or near-optimal surface curve, provided the
ideal/reference surface is known. However, it i®lsathe case, though it is possible in certainagibns, such as
knowing the shape of the surface because it imeéfby a simple geometry. Therefore, estimationeisded to
determine the surface; for example, it can be doran iterative way. To account for the estimatgoror, the error
envelope should be reduced in this case. Thougipatationally intensive, simulation could be anothpproach to
obtain the profile that meets the requirementfiefaccuracy specification.

The process described above can be applied inuganreys to DEM representation with some accuracy
specification. For example, knowing surface comipjfeand DEM accuracy requirements, the optimal siamg
rate can be determined, and, for example, the satEnof a LIDAR can be configured accordingly. Sarly,
knowing the sampling rate and the surface complettie expected DEM accuracy range can be estimAteather
application is the conversion of irregularly spapeiht data to a gridded format, where the optigra constant is
defined by the sampling distance satisfying the INsfcriterion.

CONCLUSIONS

As DEM product characterization methods to descsibdaces obtained from LIDAR and, in general, poin
clouds, continue to advance, the surface charatitsrishould be more considered to improve QA/Q@opmance.
This study provides an initial attempt to look imine aspect of surface/object space dependencydlyzing the
requirements for optimal surface representatiorh witspect to acceptable error range. The ongoisgareh is
focused on developing practical metrics to defihe telationship between surface complexity and Etetde
surface representation for a given DEM error level.
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