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Evaluation of Several Schemes for 
Classification of Remotely 
Sensed Data 
Development of representative training statistics is relatively more 
important for obtaining accurate classifications than selection of the 
classification algorithm. 

IN~TRODUCTION lowed in 1973-75 by the  Crop Identification 

0 VER THE past several years, the potential util- Technology Assessment for Remote Sensing 
ity of remotely sensed data to survey and (CITARS) project for corn and soybeans in Indiana 

monitor agricultural crops has been increasingly and Illinois using Landsat MSS dataz. Since then 
recognized. The  use of a per point maximum extensive research has been devoted to wheat in- 
likelihood classifier in the Corn Blight Watch Ex- ventory with the Large Area Crop Inventory EX- 

ABSTRACT: Several approaches to machine analysis of Landsat MSS data have 
been developed over the past decade, and the data analyst must select which 
analysis approach might perform best for a given problem. The overall objective 
of this study was to apply and evaluate several classification schemes for crop 
identification. The schemes examined were (1) per point Gaussian maximum 
likelihood classifier, (2)  per point sum-of-normal-densities classifier, (3) per 
point linear classifier, (4 )  per point Gaussian maximum likelihood decision tree 
classifier, and (5) texture sensitive per field Gaussian maximum likelihood clas- 
sifier. Seven agricultural data sets were selected for use to sample variability in 
major crops and agricultural practices. 

Test site location (embodying effects of soils, climate, and agricultural prac- 
tices) and classifier both had significant effects on the classification accuracy of 
small grains. Neither the corn and soybean accuracies, nor the overall accuracy 
(considering all cover types) of the classifiers differed significantly when the 
same training method was used. A different training method used with one of 
the classifiers, however, did produce results of significantly lower accuracy. The 
results suggest that development of representative training statistics is rela- 
tively more important for obtaining accurate classifications than selection of 
the classification algorithm. The complexity of use and computer costs for the 
classifiers also varied significantly. 

periment during 1971 was the first attempt at large periment (LACIE) dur ing 1973-7B3. Currently,  
scale application of digital classification of re- interest has been directed toward analysis of 
motely sensed multispectral data'. This was fol- multicrop areas, with corn and soybeans being 

the major crops of interest. 
* D ~ .  ~ k i ~ ~ ~ ~  was a visiting scientist at the Labora- TO support these efforts utilizing satellite re- 

tory for Applications of Remote Sensing at the time this motely sensed data, several numerical analysis 
work was conducted. schemes have been developed and implemented 
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at numerous university, business, and government 
facilities i n  the United States and abroad. The re- 
mote sensing data analyst, therefore, must deter- 
mine which analysis approach or algorithm might 
perform best for a given problem. Numerous 
studies have evaluated the performance of a given 
classifier, but relatively few studies have objec- 
tively compared the performance of several ap- 
proaches for a specific analysis problem. 

The overall objective of this study was to apply 
and evaluate several available classification 
schemes on agricultural data sets. The data sets 
were selected to include corn. sovbeans. winter , , 
wheat, and spring wheat as major crops. Classifi- 
cation accuracy for test fields, ease of analyst use, 
and required computer time were compared. 

Test sites were selected from three major data 
sets: CITARS data from 1973 over Illinois and In- 
diana2; LACIE data from 1976 over the U.S. Great 
Plains3; and multicrop data from 197B4. An 8- by 
24-kilometre area in Fayette County in south cen- 
tral Illinois was used from the CITARS data set. A 
9.3- by 11.1-kilometre area was selected in each of 
Foster County, North Dakota, and Grant County, 
Kansas, from the LACIE data. Four segments, each 
9.3 by 11.1 km, were selected from the multicrop 
data: Pottawattamie and Shelby Counties in west 
central Iowa; Tippecanoe County in west central 
Indiana; and Iroquois County in east central II- 
linois. The locations of these segments are shown 
in Figure 1. 

The segments sampled several major crops: 
winter wheat in Kansas; spring wheat in North 
Dakota; and corn and soybeans in Indiana, 11- 

linois, and Iowa. The Corn Belt segments were 
located in two distinct regions (Figure 1) to sample 
variability in soils, climate, and agricultural prac- 
tices. Cloud-free multitemporally registered dig- 
ital Landsat ~ s s  data were available over all sites. 
Reference data were obtained by ground observ- 
ers who identified cover types of fields and re- 
corded these on acetate overlays ofcurrent season, 
color infrared aerial photographs. 

For each segment, Landsat MSS data acquired on 
four different dates were selected for analysis. Ac- 
quisitions were selected to temporally sample the 
corn, soybean, and wheat crop calendars so that 
maximum crop development differences would be 
apparent (Tables l a  and lb).  For all segments, a 
spring acquisition was selected to aid in separat- 
ing winter small grains, trees, and permanent 
pasture from row crops. For the Corn Belt seg- 
ments, an acquisition after corn had tasseled was 
included to separate corn and soybeans. An acqui- 
sition after heading and/or harvest of wheat was 
used to aid in separating wheat from other cover 
types. To optimize classification performance ver- 
sus computer costs, a subset of four of the 16 avail- 
able wavelength bands (Table 2) was selected to 
maximize the average transformed divergence 
between pairs of classes5. 

Five classifiers, implemented on an IBM 3701 
148 computer at the Laboratory for Applications of 
Remote Sensing (LARS), Purdue University, were 
selected for study: 

CLASSIFYPOINTS is a per point Gaussian maximum 
likelihood classifier. It is a processor in LARSYS, a 
remote sensing data analysis system developed at 
LARS~. 
CLASSIFY implements a sum-of-normal-densities 

FIG. 1. Location of counties containing test sites. 
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TABLE la. MULTITEMPORAL DATA SETS FOR THE CORN BELT SITES 

Test Site 

Illinois Indiana Iowa 
Corn Development 

Stage Fayette Iroquois Tippecanoe Pottawattamie Shelby 

Date of Landsat Acquisition 
Emergence 6/10 6/12 6/10 6/16 6/16 
Pretassel 6/29, 7/17 - - - - 
Tasseling 812 1 815 7/26 7/23 7/23 
Blister - - - 819 
Dough - - 812 1 - - 

Dent - 8/31 - 916 - 
Mature - 9/28 9/26 9/24 9/24 

TABLE lb. MULTITEMPORAL DATA SETS FOR THE 

WINTER (GRANT, KS) AND SPRING (FOSTER, ND) 
WHEAT TEST SITES 

Test sites 

Wheat Development Stage Grant, KS Foster, ND 

Dates of Landaat Acquisition 
Emergence 3/13 5/26 
Heading 5/15 6/30 
Soft Dough 612 7/19 
Harvest 718 8/24 

maximum likelihood classification rule which 
first assigns each pixel into an information cate- 
gory and then assigns the pixel to a spectral sub- 
class within that category. It is a processor in 
EoDLARSYS, developed at ~ ~ s ~ / J o h n s o n  Space 
Center7. 
MINIMUM DISTANCE is a linear classification rule 
which assigns each pixel to the class whose mean 
is closest to Euclidean distances. It  is a processor 
in LARSYS. 

The LAYERED classifier is a multistage decision 
procedureB. It utilizes decision tree logic with an 
optimum subset of features at each tree node to 

Pottawattamie 

Shelby 

Tippecanoe 

Iroquois 

Grant 

Foster 

Landsat 
Test Site Acquisition Date Spectral Bands Selected 

(pm) 
Fayette 6/10 0.6-0.7 

6/29 None 
7/17 0.6-0.7, 0.8-1.1 
812 1 0.6-0.7 
6/16 0.8-1.1 
7/23 0.6-0.7, 0.8- 1.1 
916 0.7-0.8 
9/24 None 
6/16 0.6-0.7 
7/23 0.8-1.1 
819 0.8-1.1 
9/24 0.8-1.1 
6/10 0.6-0.7, 0.7-0.8 
7/26 0.8- 1.1 
812 1 0.7-0.8 
9/26 None 
6/12 0.7-0.8 
8/15 0.8-1.1 
8/31 0.8-1.1 
9/28 0.6-0.7 
3/13 0.8-1.1 
5/15 0.6-0.7 
612 0.6-0.7 
718 0.6-0.7 
5/26 0.7-0.8 
6/30 0.7-0.8 
7/19 0.6-0.7 
8/24 0.8-1.1 



PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING, 1980 

classify each pixel using a Gaussian maximum to assess which classifiers were significantly dif- 
likelihood decision rule. LAYERED is also a proces- ferent12. 
sor in LARSYS. 
ECHO (Extraction and Classification of Homo- RESULTS A N D  DISCUSSION 
geneous Objects) utilizes both spectral and lo- 
cal spatial information". Statistical tests are 
used to partition the image into homogeneous re- 
gions and each region is then classified using a 
Gaussian maximum likelihood sample classifica- 
tion rule. It was also developed at LARS and is part 
of LARSYS. 

In order to insure that differences in classifica- 
tion accuracies were the result of classifier differ- 
ences and not training methods, the same set of 
training statistics was used for all classifiers. The 
ground reference data were sampled to define 
training and test data sets. A 10- by 10-pixel grid 
was used to locate a systematic sample of points. If 
a grid intersection point fell into an agricultural 
field, then the field center pixels of that field were 
selected. Fields were selected to represent the 
classes of interest: corn, soybeans, and other cover 
types in the Corn Belt segments; and small grains 
and other cover types in the Great Plains seg- 
ments. These selected fields were then randomly 
divided into a training set and a test set. The 
training fields were clustered to develop means 
and covariances to define spectral subclasses for 
each of the classes of interest. Training was based 
on 1.6 percent of the area in the Fayette site (as 
reference data were available on only about one- 
quarter of that site) and between 3.5 percent and 
7.5 percent in the other sites. 

Since CLASSIFY was designed as part of an auto- 
mated analysis procedure without analyst inter- 
vention, a training method (referred to as ISOCLS) 

using a random selection of individual pixels to 
define initial cluster seeds for clustering the entire 
area is generally used in conjunction with that al- 
gorithm. Both training methods were used with 
CLASSIFY. 

Accuracies were based on a pixel-by-pixel com- 
parison of the test field classifications with ground 
inventory observations. Test fields were selected 
in the same manner as training fields and con- 
tained about the same number of pixels. The same 
se t  of test data was used with both training 
methods. 

The results of the classifications were analyzed 
to assess the effects of segment and classifier on 
classification accuracy. TJe accuracies were  
transformed using arcsin vp to increase homoge- 
neity of variance". For the Corn Belt segments, a 
two-way analysis of variance (ANOVA)" was run 
separately on the transformed accuracies for corn, 
soybeans, and other cover types and on the overall 
accuracy considering all cover types. For the  
wheat segments, ANOVA was run on wheat, other 
cover types, and overall accuracies. When clas- 
sifier was found to have a significant effect on ac- 
curacy, the Duncan multiple range test was used 

CLASSIFICATION ACCURACY 

The results of the classifications are shown in 
Table  3. Segment-to-segment variability was 
highly significant (a < 0.01). Segment-to-segment 
variability embodies several potential sources of 
variation. The segments are located in different 
geographic areas having different soils, climate, 
and agricultural practices. The dates of Landsat 
MSS data acquisition are somewhat different for the 
segments. The  wavelength band selection was 
carried out independently for each of the data sets. 
These effects cannot be  quantitatively separated 
in the statistical analysis. It is likely, however, that 
the major source of variability is the location- 
dependent aspect since Landsat acquisitions from 
similar time periods were utilized and accuracies 
of the best subset of bands were believed not to 
differ greatly from use of all 16 wavelength bands. 

Several factors contributed to the lower classifi- 
cation accuracies obtained in Fayette County: (1) 
the quality of multitemporal registration was only 
marginal, (2) the dates of Landsat data acquisition 
for Fayette were not as well distributed through- 
out the growing season as in the other counties, (3) 
less training data were available for the Fayette 
site, and (4) the training data were not well dis- 
tributed geographically. 

Pottawattamie and Tippecanoe Counties had 
larger field sizes, accounting in part for the rela- 
tively accurate classifications. Shelby County 
contained more confusion crops, including sor- 
ghum and spring oats, and had smaller field sizes 
than the other counties. Iroquois County was al- 
most entirely corn and soybeans, making it dif- 
ficult to obtain training for other cover types. 

The climate of the Grant county site is semiarid 
and either irrigation or a summer fallow-wheat- 
sorghum crop rotation may be used. Some circular 
fields are present. Wheat, sorghum, and corn are 
the major crops in this region. The North Dakota 
site was more complex, including water bodies 
and some irregular field shapes. Spring wheat was 
the primary crop; other major agriculture included 
hay, pasture, and sunflowers. 

Classifier differences were examined in sepa- 
rate analyses for the Corn Belt and wheat seg- 
ments due to the differing cover types identified 
in the sites. The results for the Corn Belt segments 
will be  discussed first followed by the results for 
the wheat segments. 

Analysis of variance on the five Corn Belt seg- 
ments was used to assess the classifier effect on 
percent correct classification of corn, soybeans, 
other cover types, and overall (Table 4). There was 
a significant effect of classifier (a = 0.05) on all the 
accuracy variables. The Duncan multiple range 
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TABLE 3. COMPARISON OF CLASSIFIER PERFORMANCE (PERCENT CORRECT CLASSIFICATION) BY TEST SITE. 

CLASSIFIER 

TEST 
SITE CLASS 

-- 

CLASSIFY CLASSIFY 
Using Using TEST 

MINIMUM CLASSIFY ISOCLS LARSYS SITE 
DISTANCE POINTS LAYERED ECHO Stats' StatsZ AVERAGE 

Fayette, IL 
Corn 
Soybeans 
Other 
Overall 

Pottawattamie, IA 
Corn 
Soybeans 
Other 
Overall 

Shelby, IA 

Tippecanoe, IN 

Iroquois, IL 

Foster, ND 

Grant, KS 

Corn 
Soybeans 
Other 
Overall 

Corn 
Soybeans 
Other 
Overall 

Corn 
Soybeans 
Other 
Overall 

Small Grains 
Other 
Overall 

Small Grains 
Other 
Overall 

Training method generally used with CLAssrru. Uses a random selection of individual pixels to define initial cluster seeds for 
clustering the entire area. 
' Training method used with all other classifiers. Training fields were clustered to develop means and covariances to define spec- 

tral subclasses for each of the classes of interest. 
No pixels were classified into the class "other" in this segment using the LAYERED classifier. 

TABLE 4. COMPARISON OF AVERAGE PERCENT CORRECT CLASSIFICATION FOR SEVERAL CLASSIFICATION APPROACHES 

MAJOR NO. 
CROPS SITES CLASS 

Small Grains 

Corn 
Soybeans 
Other 
Overall 
Small 

Grains 
Other 
Overall 

CLASSIFIER 

CLASSIFY CLASSIFY 
Using Using 

MINIMUM CLASSIFY ISOCLS LARSYS 
DISTANCE POINTS LAYERED ECHO Statsl Stats2 

91.9 88.6 87.3 87.5 88.5 89.8 
88.7 88.6 88.1 87.6 81.6 90.2 
85.4 87.9 75.4 86.7 74.8 87.1 
89.8 89.2 88.6 88.1 82.7 89.8 

Training method generally used with CLASSIFY. Uses a random selection of individual pixels to define initial clus- 
ter seeds for clustering the entire area. 

Training method used with all other classifiers. Training fields were clustered to develop means and covariances 
to define spectral subclasses for each of the classes of interest. 
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test was used to assess which of the methods were 
different. For each variable, the five classifiers 
using the same training method resulted in ac- 
curacies which were not significantly different 
while the sixth method (CLASSIFY using ISOCLS 

statistics) resulted in significantly lower ac- 
curacies. 

In the two wheat study sites, analysis ofvariance 
on measures of wheat, other cover types, and over- 
all accuracies showed significant (a = 0.05) clas- 
sifier differences (Table 4). As in the Corn Belt 
segments, CLASSIFY using ISOCLS statistics pro- 
duced accuracies which were significantly lower 
than any of the other classifiers. CLASSIFY using 
LARSYS statistics, however,  gave significantly 
higher small grain classification accuracy (about 2 
percent classification improvement over the other 
classifiers). 

The performance of the ECHO classifier was not 
as high as anticipated (Table 4). This was probably 
due to the fact that the ECHO classifier required the 
analyst to set parameters defining cell size and 
homogeneity factors, and the optimal settings have 
not been determined. 

In  conclusion, given a representative set of 
training statistics, the choice of classification algo- 
rithm for differentiation of corn and soybeans from 
one another and from other cover types made rel- 
atively little difference in accuracy. Small grains, 
however, were more accurately identified using 
CLASSIFY than the other algorithms, as long as the 
same set of training statistics was used. 

CLASSIFIER EASE OF USE 

The classification schemes varied considerably 
in ease of use. Ease of use as defined in this study 
is a function of (1) analyst expertise required for 
setting classification parameters, (2) amount of 
time required for analyst interaction with the 
computer, and (3) available documentation. In in- 
creasing order of complexity the classifiers were 
found to b e  (1) M I N I M U M  DISTANCE, (2) CLAS- 
SIFYPOINTS, (3) CLASSIFY, (4) ECHO, and (5) LAYERED. 
The M I N I M U M  DIS.I'ANCE and CLASSIFYPOINTS ~ 1 % -  
sifiers were almost identical in ease of use. 

CLASSIFY was designed as part of a total analysis 
scheme in which participation of the analyst is 
minimized in the clustering and definition of 
training statistics with control provided by a pre- 
defined set of analysis parameters. Although the 
classifier itself is not extremely complex, the 
training procedure typically used in this scheme 
involves a large number of parameters controlling 
the cluster split and combine sequences about 
which little is known. 

ECHO utilizes both temporal and spatial infor- 
mation. The complexity of use for ECHO arises from 
the necessity of setting the parameters for cell ho- 
mogeneity testing and cell size. The expertise of 
the analyst is essential in setting the parameters 

with regard to the data set used. The ECHO clas- 
sifier is, however, one of the few available clas- 
sifiers that utilizes spatial as well as spectral in- 
formation in the classification process. 

L A Y E R E D  implements  a pe r  point  Gaussian 
maximum likelihood decision tree logic which re- 
quires the additional step of designing the deci- 
sion tree. The decision tree is designed by ob- 
taining class means and covariance matrices for all 
classes and using a feature selection algorithm to 
determine an optimal subset of features to be used 
at each node of the decision tree. The time needed 
by the analyst to design the tree can be significant 
if many spectral classes and features are needed to 
characterize the scene of interest. Although the 
decision tree can become very complicated and 
awkward to use, this classifier is particularly well 
suited for use with multitemporal or multitype 
data sets. 

CLASSIFIER COS? 

Another important consideration in selecting a 
classification scheme is the computational cost per 
classification. In  order of increasing cost per  
square kilometre for classification, not including 
cost for developing training statistics, were (1) 
M I N I M U M  DISTANCE (1.7 seconds), (2) ECHO (2.3 sec- 
onds), (3) LAYERED (2.3 seconds), (4) CLASSIFYPOINTS 

(3.8 seconds), and ( 5 )  CLASSIFY using ISOCLS statis- 
tics (11.3 seconds). These times were for execution 
on an IBM 3701148 computer at the Laboratory for 
Applications of Remote Sensing. 

CONCLUSIONS 

The results of this study show that, given a rep- 
resentative set of training statistics, the choice of 
classification algorithm for differentiation of corn 
and soybeans from one another and from other 
cover types made relatively little difference in ac- 
curacy. Small grains were more accurately iden- 
tified using CLASSIFY than by other algorithms, as 
long as the same set of training statistics was used. 
However, the results for the CLASSIFY algorithm 
using a different training method did show a sig- 
nificant difference, indicating the major variable 
affecting classification accuracy was not the clas- 
sifier but the training method used in generating 
the class statistics. A key aspect of training was 
that all cover types in the scene be  adequately 
represented by a sufficient number of samples in 
each spectral subclass. 

The ISOCLS training algorithm was a method de- 
signed for machine automation of a large portion of 
the training procedure. The statistical sampling 
method used for selection of training data is 
theoretically sound, so it is possible that the lack of 
analyst refinement of the training statistics seri- 
ously limited the performance. The clusters pro- 
duced by this method were often of mixed cover 
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types which may have adversely affected perfor- 
mance. 

Additional variables of interest in the study 
were ease of use of the classifier and CPU cost per 
classification. Among the classifiers yielding sim- 
ilar classification accuracies, MINIMUM DISTANCE 

was the easiest for the analyst to use and cost the 
least per classification. 

In conclusion, given Landsat MSS data sampled 
from the complete growing season and given a 
fixed method of obtaining training statistics, no 
difference among classifiers was found for Corn 
Belt segments while small grains were more accu- 
rately identified by CLASSIFY. The significant (a = 
0.05) difference between CLASSIFY using the ISOCLS 

training method and all the other classification 
schemes suggests that development of represen- 
tative training statistics was relatively more im- 
portant for obtaining accurate classification than 
selection of the classification algorithm. 

This work was supported by the NASA Johnson 
Space Center, Contract NAS9-15466. 
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