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ABSTRACT: Principal components analysis (PCA) has been applied for land-cover change detection with multitemporal
Landsat Multispectral Scanner (MSS) data. Previous work found that the higher order principal components were able
to account for land-cover changes. In the computation of principal components, the eigenvectors used for transformation
can be derived from a covariance matrix (with non-standardized data) or a correlation matrix (with standardized data);
and from the total area or a subset area of specific land-cover types. In this paper, we examine the effect of using
different types of matrices for principal components transformation with special emphasis on its application in land­
cover change detection in the Kitchener-Waterloo-Guelph area, Ontario, Canada. It is found that standardized principal
components are more accurate than the non-standardized components because of their better alignment along land­
cover changes in the multiemporal data structure. Statistics extracted from the total study area are also better and more
reliable than those extracted from the subset area. It is concluded that principal components analysis is scene dependent,
and the use of this technique requires a careful appraisal of the eigenstructures and images of the principal components.
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• computation of the eigenvectors, and
• linear transformation of the data set.
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MATRIX OF WHAT?

[n the computational procedure, the covariance matrix Cx of the
original data set X can be the covariance matrix f the total number
of pixels or an estimate of the matrix from a sample of pixels. For
example, statistics can be extracted from a decimated image for a
sample of pixels of every III pixels and III lines (Anuta et 111.,1984),
or through the use of training sets. Training sets of a combination
of different land-cover units are selected so that the statistics ex­
tracted can be used to provide an estimate of the actual total
variance. It may also be the covariance matrix of a specific land­
cover unit so that the rotated components can highlight the pre­
determined features of interest (Duggin et 111., 1986) .

a;'X

where a;' is the transpose of the normalized eigenvectors of the
variance-covariance matrix C, of X. Thus, the entire transfor­
mation can be written as

where A is the matrix of eigenvectors which diagonalizes the
covariance matrix C, of X such that the covariance matrix COl of
Y is

where K is the number of pixels. Each principal component \
is expressed as

Yi IIljX I + 11 2j X Z + ... + liN) X N

Mathematically, given an N-dimensional variable X with mean
vector M and variance-covariance matrix C., Cx can be estimated
as

• derivation of the variance-covariance matrix,

The entire principal components transformation can be di­
vided into three steps (Richards, 1986):

THE COMPUTATIONAL PROCEDURE

INTRODUCTION

PRINCIPAL COMPO ENTS ANALYSIS (PCA), is a commonly used
technique for remote sensing image analysis. It has been used

for determining the underlying dimensions of remotely sensed
data (Ready and Wintz, 1973; Anuta et 111., 1984), data enhance­
ment for geological applications (Gillespie, 1980; Santisteban and
Munoz, 1978), and land-cover change detection (Lodwick, 1979;
Byrne et aI., 1980; Richards, 1984; Singh, 1986).

Multispectral data acquired from most remote sensors exhibit
high interband correlations. Taking Landsat Multispectral Scanner
(MSS) imagery as an example, band 1 (green) and band 2 (red) are
highly correlated because of the relatively low reflectance of veg­
etation. Bands 3 and 4, the two infrared bands, are highly cor­
related because of the high reflectance of vegetation. Similarly, for
the Thematic Mapper (TM) data, the first three visible bands (TMl,
TM2, and TM3) are also highly correlated (Townshend, 1984). Data
processing with aLI of the spectral bands therefore involves a cer­
tain degree of redundancy. This increases the cost of data process­
ing, especially when addressing change detection issues which
involve images of more than one date.

To alleviate this, PCA has been used as a data compression
technique (Ingebritsen and Lyon, 1985). Uncorrelated linearly
transformed components are derived from the original data such
that the first principal component accounts for the maximum
possible proportion of the variance of the original data set, and
subsequent components account for the maximum proportion
of the unexplained residual variance, and so forth. PCA has the
characteristics of preserving the total variance in the transfor­
mation and minimizing the mean square approximate errors.
For these reasons, it is an attractive data reducing technique.

In this paper, we examine the effect of using principal com­
ponents transformation in land-cover change detection. The
principal components are based on the eigenvectors of the co­
variance or correlation matrices. These matrices may be ex­
tracted from a subset area or the total study area of a Landsat
MSS image. An experiment is undertaken to examine image en­
hancement for change detection based on standardized versus
non-standardized, and total versus specific land cover principal
components. Eigenstructures and each individual image of the
principal components so derived are compared to evaluate their
information content for land-cover change detection.
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In addition, the principal components can also be standard­
ized to zero value mean and unit variance with the use of the
correlation instead of the covariance matrix (Singh and Harri­
son, 1985). This is especially useful in multitemporal analysis
because standardization can minimize the differences due to
atmospheric conditions or Sun angles. Different eigenvectors
derived from the two matrices certainly produce different prin­
cipal components.

THE STUDY AREA

The study area is composed of the cities of Kitchener, Wa­
terloo, Cambridge, and Guelph and the surrounding rural land­
scape (approximately 80° 10' W to 80° 40' W longitude and 43°
20' N to 43° 40' N latitude) (Figure 1). The total area covered is
about 790 sq km, which is equivalent to 388 by 600 pixels at 80­
m spatial resolution. The twin cities of Kitchener-Waterloo have
experienced a rapid urban development, especially along the
western fringe of the cities. The rural land is mainly used for
agricultural production. Forest, wetland, and gravel pits are
other land-cover types found in the rural area.

DATA DESCRIPTION AND DATA PREPROCESSING

Three Landsat MSS images dated 19 August 1981, 10 April
1984, and 24 August 1984 of Path 19 and Row 30 were used for
the analysis. The August images were used for change detection
purposes. The April and August, 1984 images were used for
demonstration of the variability of the principal components.
Aerial photographs taken during April and May 1980 and 1985
were also available for reference. They were useful for the iden­
tification of rural to urban land conversion, but the early spring
condition of the photos was of little help for crop identification.
Field work was carried out during August, 1986 to check actual
land-cover changes. The field data collected were compared with
aerial photos and the images. Nine major land-cover changes
were identified:

• from cropland to construction sites,
• from cropland to residential area,
• from construction sites to residential area,
• from corn to pasture,
• from corn to bare soil (harvested grain fields),
• from pasture to corn;
• from pasture to bare soil;
• from bare soil to corn, and
• from bare soil to pasture.
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FIG. 1" The study area.

The first three types were related to rural to urban land con­
version. The rest of the changes were associated with crop type
changes.

Data preprocessing of the three image data sets included ra­
diometric correction and geometric registration. Radiometric
correction was used to compensate for the differences in cali­
bration of the sensors of different satellites as well as the dif­
ferences in solar elevation. All of the data were converted to
reflectance values (Robinove, 1982; Markham and Barker, 1987).
Assuming that atmospheric differences were substantial sources
of variance and they should therefore be evident as orthogonal
principal components to the variances related to land-cover
changes (Byrne et aI., 1980), atmospheric correction was not
performed.

The 1984 August image was selected as the master reference
image for geometric registration. Twenty-three and 24 control
points were used for registrating the 1981 August and 1984
April images, respectively. Applying the nearest neighbor re­
sampling routine, the standard errors were 0.25 pixel (X-direc­
tion) and 0.26 pixel (Y-direction) for the 1981 August image,
and 0.44 pixel (X-direction) and 0.29 pixel (Y-direction) for the
1984 April image.

STANDARDIZATION VERSUS NON-STANDARDIZATION OF
THE MATRICES

SINGLE DATE DATA

Using a single date Landsat MSS image for illustration, Singh
and Harrison (1985) compared the use of non-standardized (the
use of covariance matrix) versus standardized (the use of
correlation matrix) data for rotation. Non-standardized principal
components were justified because of the possible differences
in radiometric resolution between the spectral bands. They found
that the non-standardized PO (first principal component) usually
had positive loadings of eigenvectors on all of the spectral bands
of Landsat MSS. The non-standardized PC2 was the difference
between the visible and infrared bands of MSS. These two
components were able to account for over 95 percent of the
total variance of a single date MSS data. The third and fourth
components usually contained noisy elements with low
eigenvalues.

Standardization meant that each band would have equal
variance. Singh and Harrison (1985) found that the standardized
PCI was similar to the non-standardized one in terms of the
eigenvector loadings and signs. The standardized PC2 was also
a contrast between the visible and infrared bands, but the signs
of the loadings were the reverse of that of the non-standardized
data. The authors found that both the standardized PO and PC2
were visually more enhanced as compared with the non­
standardized ones. This was verified by comparing the values
of signal-to-noise ratio (SNR) improvement (Ready and Wintz,
1973) as expressed by

~SNR = A .fer;

(T~i = variance of original band Xi

The LlS R of standardized PCs were higher than the non­
standardized ones. Their examination of eigenvalues also showed
that the standardized PC2 had a higher proportion of total variance
than the non-standardized PC2.

In this paper, the eigenstructures of the 1981 and 1984 August
Landsat MSS data were extracted separately for both the
standardized and non-standardized data based on all pixels of
the study area (Tables 1 and 2). It can be shown that statistics
from both dates are very similar. From Table 1 we see that the
non-standardized PCls are heavily loaded on the infrared bands.
This is attributed to the predominately agricultural landscape
of the study area with a great variety of vegetation types, ranging
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from high infrared reflecting pasture to low reflecting vegetated
wetland. The PC2s, in contrast, are loaded mainly on the visible
bands. These two components account for about 98 percent of
the total variance in both images. The PC3s and PC4s are
differences between the individual visible or infrared bands.

In con trast to the findings of Singh and Harrison (1985), the
standardized PCs are clearly distinct from the non-standardized
ones. The standardized PCls are evenly loaded on all of the
spectral bands and represent a contrast between the visible and
infrared bands. The negative loadings on the infrared bands
suggest that the PCls are negative greenness measures in which
high biomass objects are dark in tone instead of bright in tone
as is the case in most vegetation indices. The PC2s are positively
loaded on all the bands which is interepreted as a brightness
measure. A comparison between the components shows that
the non-standardized ones are in essence a summary of either
the visible or the infrared bands whereas the standardized ones
are better in describing the underlying data dimension of MS5
data of this particular study area.

MULTIDATE DATA FOR CHANGE DETECTION: SEPARATE

ROTATION

For land-cover change detection, principal components analysis
has been applied in two ways. Lodwick (1979) and Singh (1986)

TABLE 1. EIGENSTRUCTURE OF 19 AUGUST 1981 DATA

Non-standardized PCs

component
band 1 2 3 4
1 -0.12 0.57 -0.05 0.81
2 -0.20 0.74 -0.31 -0.56
3 0.44 0.37 0.81 -0.14
4 0.86 0.07 -0.50 0.05

eigenvalues 46.99 11.58 0.57 0.30
% variance 79.06 19.48 0.95 0.51

Standardized PCs

component
band 1 2 3 4
1 0.50 0.50 -0.69 0.14
2 0.53 0.43 0.72 0.10
3 -0.41 0.63 -0.02 -0.66
4 -0.55 0.41 0.05 0.73

eigenvalues 2.43 1.48 0.05 0.03
% variance 60.87 37.03 1.27 0.83

TABLE 2. EIGENSTRUCTURE OF 24 AUGUST 1984 DATA

Non-standardized PCs
component

band 1 2 3 4
1 -0.12 0.60 -0.21 0.76
2 -0.18 0.72 -0.17 -0.65
3 0.58 0.34 0.74 0.02
4 0.78 0.00 -0.62 -0.05

eigenvalues 32.93 8.39 0.56 0.37
% variance 77.95 19.86 1.32 0.87

Standardized PCs
component

band 1 2 3 4
1 0.48 0.52 -0.70 0.04
2 0.52 0.46 0.70 0.16
3 -0.44 0.59 0.10 -0.67
4 -0.55 0.41 -0.03 0.73

eigenvalues 2.44 1.44 0.08 0.04
% variance 61.11 35.90 2.06 0.92

TABLE 3. EIGENSTRUCTURE OF 10 APRIL 1984 DATA

Non-standardized PCs
component

band 1 2 3 4
1 0.27 0.58 0.19 0.74
2 0.33 0.64 -0.50 -0.49
3 0.59 -0.03 0.72 -0.37
4 0.69 -0.50 -0.45 0.26

eigenvalues 31.11 4.36 0.35 0.26
% variance 86.23 12.07 0.98 0.73

Standardized PCs
component

band 1 2 ~ 4.)

1 0.49 -0.52 -0.67 -0.19
2 0.50 -0.45 0.73 -0.03
3 0.52 0.36 -0.11 0.77
4 0.48 0.63 0.03 -0.61

eigenvalues 3.29 0.61 0.06 0.03
% variance 82.36 15.37 1.58 0.69

performed two separate rotations for two single-date images
and then compared the derived PCs with other digital change
detection techniques such as image differencing or regression
analysis. This kind of application assumes that the PCs so derived
represent similar spectral information. This is possible only if
the areas of change occupy a small proportion of the total area.

This technique is illustrated by comparing the PCs derived
from two images of different seasons in this study. The 10 April
1984 MSS image is compared with the 24 Aug st 1984 image.
Differences between seasons can be expresssed by the lack of
field crops on ground, appearance of unmelted snow,
predominance of wet bare soil in the agricultural land, and leafless
deciduous woodland on the April image. In contrast, the August
image represents predominantly vegetation subjects.

A comparison between the two eigenstructures (Tables 2 and
3) illustrates that both the non-standardized and standardized
PCs of the different dates contain quite different information.
Especially for the standardized PCs, the April PCl is a brightness
measure while the August PC1 is a greenness measure. In
contrast, the standardized April PC2 is a greenness measure but
the August PC2 is a brightness measure. In other words, the
information content of PCs derived for the two dates reverses
in order due to the large difference in land cover between the
two dates, i.e., the difference in scene content. The non­
standardized PCs are less extreme in contrast but the loadings
and signs indicate that the April PCs are not merely a summary
of either the visible or infrared bands. For instance, the April
non-standardized PC2 is equally loaded on bands 1,2 (positive),
and 4 (negative).

Considerable error would certainly be involved if other change
detection techniques such as image differencing are applied using
PCs of different information content. Even if images of the same
season are used, provided that there is an area of significant
change occupying a large proportion of the study area, the PCs
obtained will also be different in information content. This renders
the separate rotation questionable. A careful comparison between
the individual PC images derived and their eigenstructures is
essential before any other techniques can be applied.

MULTIDATE DATA FOR CHANGE DETECTION: MEFlGED ROTATION

Another approach for applying PCA for change detection is
using a single rotation of the merged multidate data. Both Byrne
et al. (1980) and Richards (1984) demonstrated that higher order
PCs (e.g., PC3 and PC4) were able to account for land-cover
changes. Both studies used covariance matrices (i.e., non­
standardized data) in deriving eigenvectors for rotation. Richards
(1984) also noted that this approach should be applied to a study
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TABLE 4. EIGENSTRUCTURE OF MULTITEMPORAL NON-STANDARDIZED PCs

component
band 1 2 3 4 5 6 7 8
81 1 -0.10 0.18 0.42 -0.31 -0.04 -0.05 0.33 0.76

2 -0.16 0.30 0.52 -0.45 -0.23 -0.25 ~0.19 -0.51
3 0.37 -0.18 0.33 -0.29 0.54 0.56 -0.13 -0.09
4 0.71 -0.46 0.17 -0.03 -0.34 -0.37 0.09 0.02

84 1 -0.07 -0.01 0.39 0.46 ~0.1O 0.25 0.67 -0.33
2 -0.09 -0.07 0.48 0.56 -0.14 0.07 -0.60 0.23
3 0.33 0.51 0.08 0.30 0.55 -0.47 0.04 -0.02
4 0.46 0.61 -0.16 0.02 -0.45 0.43 -0.07 0.05

eigenvalues
60.96 19.19 16.28 3.47 0.58 0.52 0.37 0.26

% variance
59.98 18.88 16.02 3.41 0.57 0.51 0.37 0.26

TABLE 5. EIGENSTRUCTURE OF MULTITEMPORAL STANDARDIZED PCs

component
band 1 2 3 4 5 6 7 8
81 1 0.38 0.34 -0.26 -0.39 -0.14 -0.68 0.19 0.07

2 0.39 0.29 -0.36 -0.35 0.16 0.67 -0.08 0.18
3 -0.26 0.46 0.36 -0.42 -0.04 0.05 -0.28 -0.58
4 -0.37 0.32 0.42 -0.19 0.01 0.04 0.27 0.69

84 1 0.38 0.33 0.27 0.43 -0.68 0.17 0.00 0.01
2 0.38 0.29 0.35 0.36 0.69 -0.09 0.16 -0.11
3 -0.28 0.44 -0.37 0.38 0.11 -0.18 -0.59 0.22
4 -0.37 0.33 -0.41 0.23 -0.03 0.14 0.66 -0.30

eigenvalues
3.69 2.37 1.22 0.52 0.08 0.05 0.04 0.03

% variance
46.09 29.68 15.24 6.53 1.03 0.58 0.46 0.38

area where a large proportion of the area belonged to areas of
no change, i.e., areas of high correlation. Thus, these areas of
no change, or common variance of the two dates, could be
explained by the first two PCs as they sought to account for the
maximum possible variance of the multidate data. Areas of land­
cover changes should occupy only a minor proportion of the
entire scene so that the minor components (PC3 and PC4) would
pick up their variance.

Ingebritsen and Lyon (1985) applied similar techniques with
standardized PCs. They noted that the common variances of the
two different dates could be expressed in two PCs and named
them brightness and greenness accordingly. Land-cover changes
were detected in minor PCs which were changes in brightness
and changes in greenness.

THE EXPERIMENT

Two principal component transformations, one based on the
covariance matrix and the other based on the correlation matrix,
were performed for the merged 1981 and 1984 August data set.
Tables 4 and 5 illustrate the eigenstructures of these two rotated
components. Figures 2 and 3 show the first four PCs of both
transformations.

For the non-standardized components, PCI is positively loaded
on the infrared bands and negatively loaded on the visible bands.
But it is more heavily loaded on the infrared bands, which
suggests that it is mainly a summary of the multidate infrared
reflectance. Comparing the PCI (Figure 2a) with the original
single date band 4 images illustrates that any high infrared
reflecting objects in either date are also bright in the PC1. PC2
(Figure 2b) is loaded positively on the 1981 red band and the
1984 infrared band but is loaded negatively on the 1981 band
4. It is thus a contrast between a negative vegetation index of
1981 and the 1984 infrared bands. It enhances changes among
vegetation objects and can be named as an increase in greenness
measure. PC3 (Figure 2c) is mainly loaded on the visible bands

and cannot account for any land-cover changes. PC4 (Figure 2d)
is negatively loaded on the 1981 bands but positively loaded on
the 1984 bands. It measures changes in brightness. Any areas
with an increase in brightness (such as changes from cropland
to bare soil or construction sites) give a bright tone in this
component and vice versa. The rest of the higher order
components are mainly contrast between either bands 1 and 2
or bands 3 and 4 of the images and contain little useful
information for land-cover changes.

The standardized components are found to have a better
alignment along the object of interest. PCl is a negative measure
of greenness which is evenly loaded on each band with positive
loadings for visible bands and negative loadings for infrared
bands (Table 5 and Figure 3a). Thus, high biomass objects are
dark and low biomass objects are bright in this component. PC2
(Figure 3b) is a measure of brightness as the loadings are all
positively and evenly distributed. PC3 (Figure 3c) is a decrease
in greenness measure. The 1981 visible bands are negatively
loaded and 1981 infrared bands are positively loaded. The 1984
loadings show reversed signs from the 1981 counterparts.
Changes among the crop types are highlighted in this component.
It appears to be a negative of the non-standardized PC2 but they
contain similar information. However, the loadings of this
standardized PO indicate that it has a better alignment to the
land-cover changes. PC4 is a measure of change of brightness
(Figure 3d). Objects with an increase in brightness are bright in
this image while those with a decrease in brightness, such as
changes from construction sites to residential areas, are dark in
this image. Visual interpretation indicates that the standardized
PC4 and non-standardized PC4 (Figures 3d and 2d) appear to be
identical to each other.

TOTAL VERSUS SUBSET AREA

In this section of the paper we examine the effect of using
statistics extracted from the total study area versus those ex-



FIG. 2. Multitemporal non-standardized principal components. (a) PC1. A summary of the multidate infrared bands. (b) PC2. A change in green­
ness measure. A = changes from pasture to grain. B = changes from corn to pasture. (c) PC3. A summary of the multidate visible bands. (d)
PC4. A change in brightness measure. A = changes from cropland to construction sites. B = changes from construction sites to residential land.
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FIG, 3, Multitemporal standardized principal components, (a) PC1, A negative measure of greenness, (b) PC2, A brightness measure, (c) PC3, A
change in greenness measure, A = changes from pasture to grain, B = changes from corn to pasture, (d) PC4, A change in brightness measure,
= changes from cropland to construction sites, B = changes from construction sites to residential land,
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TABLE 6. EIGENSTRUCTURE OF VEGETATION TO VEGETATION CHANGES (V-V) PCs

on-standardized PCs
component

band 1 2 3 4 5 6 7 8
81 1 0.00 -0.05 0.52 -0.04 ~0.17 0.15 -0.03 0.82

2 -0.05 -0.09 0.68 -0.07 -0.33 0.32 0.01 -0.57
3 0.48 0.24 0.44 -0.17 0.58 -0.38 0.00 -0.08
4 0.68 0.50 -0.19 0.12 ~0.39 0.30 0.01 0.02

84 1 0.01 -0.03 0.12 0.57 -0.14 -0.33 0.73 0.00
2 0.04 -0.07 0.12 0.59 ~0.18 -0.37 -0.68 -0.04
3 -0.38 0.52 0.10 0.43 0.44 0.44 -0.04 0.01
4 -0.40 0.64 0.06 -0.31 -0.36 -0.45 -0.00 -0.01

eigenvalues
80.78 9.21 2.20 1.23 0.61 0.58 0.26 0.21

% variance
84.96 9.68 2.32 1.29 0.64 0.61 0.27 0.22

Standardized PCs
component

band 1 2 3 4 5 6 7 8
81 1 -0.00 0.61 -0.40 0.20 0.05 -0.65 -0.01 0.06

2 -0.19 0.59 -0.31 -0.09 -0.03 0.72 -0.00 0.05
3 0.47 -0.02 -0.20 0.46 0.06 0.17 -0.01 -0.71
4 0.46 -0.12 -0.12 0.48 0.08 0.18 -0.04 0.70

84 1 0.13 0.39 0.65 0.24 -0.59 0.00 0.05 -0.00
2 0.29 0.33 0.47 -0.19 0.74 0.02 0.04 -0.01
3 -0.46 -0.01 0.19 0.44 0.22 0.03 -0.71 -0.04
4 -0.47 -0.06 0.10 0.48 0.23 0.04 0.70 -0.00

eigenvalues
3.89 1.89 1.19 0.43 0.32 0.19 0.04 0.03

% variance
48.67 23.58 14.93 5.43 4.05 2.44 0.55 0.35

TABLE 7. EIGENSTRUCTURE OF VEGETATION TO NON-VEGETATION CHANGES (V-N) PCS

on-standardized PCs
component

band 1 2 3 4 5 6 7 8
81 1 -0.03 0.07 0.02 0.55 -0.23 0.06 0.01 0.80

2 -0.09 0.10 0.02 0.67 -0.40 0.09 -0.07 -0.60
3 0.52 -0.04 0.05 0.44 0.71 -0.13 -0.04 -0.07
4 0.84 -0.09 -0.00 -0.17 -0.49 0.10 0.04 0.01

84 1 0.04 0.44 -0.36 0.03 0.01 -0.23 0.79 -0.04
2 0.09 0.53 -0.57 -0.07 -0.00 -0.14 -0.60 0.04
3 0.05 0.58 0.34 -0.09 0.16 0.72 0.04 -0.00
4 0.04 0.40 0.65 -0.07 -0.13 -0.61 -0.10 0.01

eigenvalues
24.18 9.31 7.12 2.59 0.59 0.55 0.43 0.21

% variance
53.77 20.69 15.83 5.76 1.32 1.22 0.95 0.46

Standardized PCs
component

band 1 2 3 4 5 6 7 8
81 1 0.28 0.38 0.15 0.52 -0.68 0.05 0.08 0.10

2 0.26 0.49 0.08 0.40 0.72 -0.01 -0.02 0.10
3 0.15 -0.49 0.21 0.47 0.08 -0.02 -0.09 -0.67
4 0.10 -0.60 0.14 0.31 0.08 0.01 0.05 0.72

84 1 0.51 -0.07 -0.43 -0.08 -0.08 -0.51 -0.52 0.05
2 0.47 -0.12 -0.50 -0.06 0.05 0.22 0.68 -0.10
3 0.50 -0.03 0.33 -0.35 -0.01 0.63 -0.34 0.02
4 0.31 0.01 0.60 -0.34 0.01 -0.54 0.37 -0.03

eigenvalues
2.37 2.22 1.57 1.38 0.17 0.13 0.11 0.07

% variance
29.57 27.69 19.63 17.29 2.06 1.61 1.32 0.82

tracted from a subset of the area. Horler and Ahern (1986) used based on a sample of general land-cover types and the second
two principal components transformations in their study of for- one was derived from softwood statistics. They noted that the
estry with TM data. The first principal component rotation was general PO was a measure of brightness which was a weighted
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TABLE 8. EIGENSTRUCTURE OF NON-VEGETATION TO VEGETATION CHANGES (N-V) PCs

Non-standardized PCs
component

band 1 2 3 4 5 6 7 8
81 1 0.10 0.29 -0.43 0.01 0.02 0.15 0.82 -0.13

2 0.14 0.38 -0.70 -0.07 -0.01 -0.38 -0.43 0.09
3 0.25 0.50 0.10 -0.03 0.05 0.76 -0.30 0.00
4 0.32 0.57 0.55 -0.01 -0.03 -0.49 0.14 0.00

84 1 -0.02 0.05 -0.02 0.62 -0.27 0.06 0.08 0.73
2 -0.07 0.08 -0.03 0.66 -0.31 -0.02 -0.13 -0.66
3 0.59 -0.28 -0.05 0.37 0.66 -0.05 -0.02 -0.03
4 0.67 -0.33 -0.06 -0.21 -0.62 0.04 0.01 -0.02

eigenvalues
22.11 15.55 6.35 1.59 0.59 0.45 0.31 0.27

% variance
46.84 32.94 13.45 3.36 1.24 0.94 0.65 0.57

Standardized PCs
component

band 1 2 3 4 5 6 7 8
81 1 0.50 0.11 -0.18 -0.41 -0.03 -0.70 -0.23 0.04

2 0.47 0.10 -0.20 -0.48 0.00 0.70 -0.05 -0.09
3 0.53 -0.02 -0.08 0.37 -0.01 -0.07 0.75 0.10
4 0.43 -0.07 -0.00 0.65 0.01 0.12 -0.61 -0.08

84 1 0.13 0.36 0.65 -0.04 -0.66 0.03 -0.01 0.05
2 0.10 0.50 0.45 -0.01 0.74 0.00 0.00 0.07
3 0.15 -0.52 0.44 -0.15 0.13 -0.08 0.08 -0.68
4 0.13 -0.57 0.33 -0.14 0.10 0.07 -0.08 0.71

eigenvalues
2.90 2.34 1.26 1.02 0.28 0.08 0.06 0.06

% variance
36.22 29.20 15.69 12.75 3.53 1.05 0.80 0.77

sum of all bands. The general PC2 was a greenness measure as
it represented the contrast between the visible (TMl, TM2, and
TM3) and near-infrared (TM4) bands. The general PC3 was a con­
trast between the middle-infrared (TM5 and TM7) bands and the
first four shorter wavelength bands.

In their softwood transformation, however, the PC2 was es­
sentially a 'blueness' component as it was heavily weighted on
TMl (0.94) which indicated that this PC was important for soft­
wood identification. The softwood PC3 was also different from
that of the general transformation because it was mainly a con­
trast between the near-infrared (TM4) and the middle-infrared
bands (TM5 and TM7).

Duggin et al. (1986) also used principal components analysis
to study the urban features in Washington D.C. with multidate
TM data. They defined forest, dense urban, downtown, and
airport as the training areas for four transformations. Their in­
tention in using training areas was to 'rotate the measurement
axis ... to make the selected land-use type more separate from
"everything else'" (p.98). They also found that 'for each land­
use type typified by a training area, there is a substantial dif­
ference between the eigenvector for a given principal compo­
nent evaluated over the training area and the eigenvectors for
the other training areas, and that for the whole image' (p.l04).

To examine the effect of using total versus subset statistics
for PC transformation, an unsupervised classification map of 32
spectral classes was used to derive the statistics. Spectral classes
were used instead of training sites because of the small field
size in the image. Also, the use of training sites might not pro­
duce a sufficient number of pixels to estimate the class variance.
Four categories of land cover changes were identified. They are

• vegetation to vegetation changes (V-V),
• vegetation to non-vegetation changes (V-N),
• non-vegetation to vegetation changes (N-V), and
• non-vegetation to non-vegetation changes (N-N).

In Tables 6, 7, 8, and 9, the eigenstructures of the non-stan­
dardized and standardized data are presented. Only the first

four PCs are discussed because the fifth and other higher order
PCs have low eigenvalues and account for small percentages of
the total variance.

For the V-V PCs (Table 6), both the standardized and non­
standardized PCls can reveal changes among vegetation objects
(e.g., changes among corn, pasture, and grain). The standard­
ized PC3 is also a measure of changes in brightness. Other PCs
in both transformations are not related to land-cover changes.
The standardized PCs are again better than the non-standard­
ized PCs for the provision of more change information.

In the V-N transformations, no change can be detected from
anyone of the non-standardized PCs (Table 7). The loadings
show that each PC is heavily weighted on the visible and in­
frared bands of one date or the other. A similar situation is
found in the standardized PCs with the exception of PC4 which
shows the changes of vegetation to non-vegetation objects, the
objects of interest in this rotation.

In the N-V transformations (Table 8), only the non-standard­
ized PC2 is able to highlight changes from vegetation to no­
vegetation objects. The rest of the PCs are heavily loaded on
one date or the other but do not explain the differences between
the two dates.

In the N- transformations (Table 9), both the standardized
and non-standardized PCls are the contrast between the 1981
visible and 1984 infrared bands, which render both images dif­
ficult to interpret. Only the standardized PC4 can account for
the changes among vegetation objects.

To compare the results of all those PCs highlighting land­
cover changes, thresholding was applied to produce binary im­
ages with areas of no change assigned to a 0.0 value and areas
of change to a 1.0 value. The threholded images are checked
against the air photos and field data collected. Table 10 sum­
marizes the accuracy of the thresholded PCs. PCs accounting for
greenness changes are more accurate than those accounting for
brightness changes. This is because crops type changes (changes
in greenness) occupy a larger areal proportion of the study area
than changes due to rural to urban land conversion and changes
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TABLE 9. EIGENSTRUCTURE OF NON-VEGETATION TO NON-VEGETATION CHANGES (N-N) PCs

Non-standardized PCs
component

band 1 2 3 4 5 6 7 8
81 1 0.48 0.03 -0.01 0.34 0.52 0.14 -0.06 0.61

2 0.61 -0.08 -0.13 0.45 -0.45 -0.17 -0.26 -0.33
3 0.30 0.48 -0.10 0.01 0.10 0.15 0.74 -0.30
4 0.05 0.81 -0.12 -0.28 -0.13 -0.10 -0.46 0.15

84 1 -0.09 0.18 0.52 0.25 0.51 -0.37 -0.18 -0.43
2 - 0.11 0.18 0.65 0.28 -0.49 -0.03 0.24 0.38
3 -0.37 0.18 -0.11 0.51 0.00 0.69 -0.21 -0.19
4 -0.40 0.12 -0.50 0.46 0.00 -0.55 0.20 0.19

eigenvalues
10.78 7.16 5.79 4.80 0.71 0.53 0.44 0.40

% variance
35.24 23.39 18.91 15.69 2.31 1.72 1.43 1.32

Standardized PCs
component

band 1 2 3 4 5 6 7 8
81 1 0.50 0.14 -0.02 0.43 -0.29 -0.28 -0.39 -0.49

2 0.49 0.02 -0.03 0.48 0.30 0.33 -0.03 0.58
3 0.37 0.32 0.47 -0.10 0.02 -0.06 0.71 -0.17
4 0.09 0.34 0.57 -0.42 0.04 0.08 -0.5 0.19

84 1 -0.17 0.61 -0.26 0.08 -0.64 0.21 0.09 0.27
2 -0.17 0.59 -0.30 0.05 0.63 0.13 -0.06 -0.34
3 -0.42 0.17 0.31 0.46 0.12 -0.63 0.02 0.28
4 -0.36 -0.12 0.46 0.43 -0.09 0.59 -0.02 -0.31

eigenvalues
2.74 1.92 1.60 1.16 0.21 0.14 0.12 0.11

% variance
34.19 23.99 19.96 14.52 2.68 1.78 1.50 1.38

between bare soil and crops (changes in brightness). For the
changes in greenness pCs, the standardized PC3 extracted from
the statistics of the total study area has the highest accuracy of
88.43 percent. Both the non-standardized PC2 and standardized
PC3 from the statistics for the study area are more accurate than
the other PCs computed from the subset statistics. The three
changes in brightness PCs are similar with an accuracy of from
65 to 67 percent.

To summarize, the use of a subset defined in terms of specific
land-cover types does not always provide unequivocal change
information. This is because the eigenvectors for rotation are
only derived from the specifically selected subset of the entire
data. These eigenvectors may not always yield greater separa­
bility between the specific land cover and other land-cover types.
How the other land-cover units are involved in the rotation is
unknown. This renders the use of subset statistics less certain
in providing useful information than the use of the statistics
extracted from the entire data set for this region.

CONCLUSION

In this paper, we have reviewed the concepts in principal
components transformation and evaluated this application to
land-cover changes in the Kitchener-Waterloo-Guelph area. It
is found that the eigenvectors used for rotation can vary sig­
nificantly depending upon whether standardized or non-stan­
dardized data, and the whole data set or a subset of it, are used.
Statistics extracted from a data subset are not recommended for
land-cover change detection because of the great variability and
uncertainty of the unextracted part of the data. Principal com­
ponents extracted refer only to the subset data and cannot be
claimed to be the 'principal components' of the entire study
area. The eigenstructure derived from the entire data set is found
to be more valid to use for land-cover change detection. This
study confirms earlier work (Byrne et at., 1980; Richards, 1984)
which suggested that minor components can detect land-cover
changes. It is also found that standardized principal compo-

nents computed from the eigenvectors of the correlation matrix
provide more accurate information for change detection than
do non-standardized principle components derived from the
covariance matrix.

Because Richards (1984) has noted that areas of change should
occupy only a minor proportion of the entire study area, it is
interesting to know how this proportion would affect the results
of change detection. How large should this proportion of areas
of change be in order to yield minor PCs which can detect
changes? If this proportion is large, should we increase the
study area at the expense of increasing data processing time
and cost? Or could the first or second PCs pick up the variance
of the changes?

Clearly, principal components analysis is a scene dependent
technique. We do not know the exact nature of the principal
components derived without an examination of the eigenstruc­
ture and visual inspection of the image. Thus, even though it
is a powerful data reducing technique, it should be used only
with a thorough understanding of the characteristics of the study
area to avoid drawing any faulty conclusions.
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