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ABSTRACT: This paper on photogrammetry describes the principles of robust computation methods which yield results
uninfluenced by gross errors. The common characteristic of these methods is that the square of the residuals is not
minimized, but another properly chosen function is minimized. The different classes of robust methods are described
and compared to other methods of blunder detection.

The Danish Method, which was developed by one of the authors and today is implemented in many commercial
block adjustment programs, is outlined. The problems with this method are explained and guidelines are given for its
proper use. Finally, practical results with this method are summarized.
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FIG. 1. Functions minimized in various adjustment principles.

the estimation, while in the robust method they have reduced
influence.'

The concept of robust estimation is so new that there exists
no unified theory which enables us to select the best adjustment
principle for our particular geodetic or photogrammetric prob­
lems. But experimentally, it was found that these methods are
by far superior to least squares in the detection and location of
gross errors and outlyers.

In practical computations, it is advocated that both the least­
squares method and one of the alternative principles be used.
A larger difference in the results indicates the presence of gross
errors and requires more detailed analysis of the measurements.

The numerical solution for robust estimation consists of a
repeated weighted least-squares adjustment in which the weights
are adopted according to the magnitudes of the residuals of the
previous iteration:
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The most well-known among these were proposed by Huber
and Hampel, with <I>(r) being, for Huber (1964),

{
r2 if Irl :s 2cr

<I>(r) = 2cr (2Irl- 2cr) if Irl > 2cr
cr being the standard deviation of measurements, and, for Ham­
pel (1974),

WHY NOT LEAST SQUARES

A s STATED in an earlier paper (Krarup et aI., 1980), the method
of least squares is not able to deal properly with outlyers

in measurements. So, it was necessary to find other estimation
principles which allow a more correct estimation under the given
conditions. Robust estimation was proposed for this purpose
by Huber and others (compare Hampel (1974)). Robust esti­
mators are estimators which are relatively insensitive to limited
variations in the distribution function of the measurements and,
thus, to the presence of gross errors and outlyers. There exists
a large class of robust estimation principles (about 70). In all of
these methods one does not minimize the (weighted) square
sum of the residuals,

a, b, and c being constants.
Note that, in both cases, the adjustment principle depends

on the magnitude of the residual r, with larger residuals con­
tributing only little to the objective function (see Figure 1).

Another robust estimation principle is given by

L Irl" ---'> min, 1 :s p < 2

where the most favorable range of values, p, is between 1.0 and
1.5. For p = 1 the estimation principle is called the least sum
method (Barrodale and Young, 1966). Some of the functions
which are minimized are depicted in Figure 1. Observe that in
least squares outlying measurements have a large influence on

'Most of these robust adjustment principles are derived by the
maximum likelihood method from contaminated frequency distri­
bution functions of the measurements and, thus, are optimal esti­
mation for the assumed distribution function.

or still better,
a<l>/ar
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For the least sum method, Llrl ---'> min, the weights are equal

to p = _1_1
1
_. The iteration stops when no significant changes

r +E
in the results are observed. Usually less than 10 iterations suf­
fice to achieve convergence.

THE DANISH METHOD

The above advantages of robust estimation methods have for
some years been recognized by the Geodetic Institute of Den­
mark, where, since the early seventies, an automatic error search
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routine has been used in the computation of all larger geodetic
problems. This method was developed after the ideas of Kramp
(personal communication) and is especially designed to elimi­
nate outlyers in geodetic networks.

Estimation according to the Danish Method takes place ac­
cording to the following iterative algorithm:

'2,(pr2 )ex -7 min
PCH1 = Pa . f(ra )

y

x

WHY DOES IT WORK

Let us consider a straight line fit (Figure 2): Yi = a + bxi, i
= 1. . A with (Yi, Xi) given data points as shown in Figure 2

Resection
(Johannsen and Kjaersgaard, 1980)
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mp standard deviation of residual

These are the different weight functions in use. Common to
all is the rejection of the measurements with too large residuals.
Note that these cannot be classified as robust estimation meth­
ods because a non-convex function is minimized. Thus, formal
proofs of uniqueness and convergence are evasive. However,
according to our experience, these methods work considerably
better than robust estimation in locating outlyers. Simulation
tests proved existence and uniqueness of solution in a majority
of cases.
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Thus, we select that line among the optimal ones which mini­
mizes the residuals in a least-squares sense. The Danish Method
may be interpreted as an iterative method (penalty method) for
solving the above nonlinear programming problem, particularly
so if the weights for outlyers are iteratively reduced to zero.

and a, b to be estimated. In estimation, an optimal line is se­
lected in the set of possible straight lines. In the following ex­
ample, we limit this set of possible lines to ten. For these ten
possibilities, the coefficients a and b and the residuals r at the
four data points are listed in Table 1. Most will agree that line
7, passing through the first three data points, yields the most
desirable fit (a = 0, b= 1). The estimation principle we select should
give us this most desirable line. In Table 1 several known es­
timation criteria are listed, and the lines can now be classified
according to these criteria. We note that line 2 is optimal in the
least-squares sense. Line 7, regarded as most desirable, is op­
timal for the estimation criterian '2,lr1 1/2

-7 min, '2,lrl" /4 -7 min,
and the Danish Method. The Danish Method differentiates best
between the most desirable solution and the other lines. This
explains the success of robust estimation and, in particular, of
the Danish Method in dealing with outlyers.

Also, an intuitive criterion for selecting line 7 as most desir­
able may be formalized. This line is selected because it fits most
data points within a pregiven tolerance: This criterion gives,
however, no unique solution. If a tolerance of 1 unit is chosen
for our example, two lines classify as optimal, and an additional
condition is needed to assure uniqueness. The additional con­
ditions is

FIG. 2. (a) Least-squares fit to
four data points, with one out­
Iyer. (b) Huber's estimate of a
straight line, in the presence of
one outlyer, CT = 0.5.

The application of robust estimation methods is still in its
infancy. Much work still has to be done, both of a theoretical
and practical nature. However, one thing is quite clear: the
method of least squares should be used with care.
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The constant C is usually set to 3, the symbol Po denotes the
conventional weight factors, and mo denotes the standard de­
viation of the measurements.

This method was proposed by Kramp in 1967 and since then
has been used as the standard computational method at the
Danish Geodetic Institute for geodetic computations. During
recent years, the method has also been used for other tasks by
the authors.

The rate of convergence of the method seemingly depends
on the conditioning of the problem and the percentage of out­
lyers. This percentage was found to be around 1 percent for
geodetic computations. For different categories of problems,
variants of the original method proved to work most efficiently.
Examples are
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TABLE 1. VARIOUS POSSIBLE SOLUTIONS IN STRAIGHT LINE FIT AND THEIR RATINGS WITH RESPECT TO DIFFERENT ESTIMATION CRITERIA.

Possible lines through data points

Line o. 1 2 3 4 5 6 7 8 9 10

coefficient a 1 2 3 0.5 1 1.5 0 -1 12 -3
coefficient b 0 0 0 0.5 0.5 0.5 1 1 1 1

residuals 1 0 -1 -2 0 0.5 -1 0 -1 -2 -3
2 1 0 -1 0.5 0 -0.5 0 -1 -2 -3
3 2 +1 0 1 0.5 0 0 -1 -2 -3
4 0 -1 -2 -1.5 -2 -2.5 3 +2 +1 0

estimation
criteria
Llrl--> min 2 3 5 3 3 4 3 5 6 0
Llr'l --> min 5 3 9 3.5 4.5 7.5 9 7 13 27
Llrl'" --> min 2.4 3 3.8 3 2.8 3.3 1.7 4.4 5.2 5.1
Llrl"" --> min 2.2 3.0 3.4 2.9 2.9 3.1 1.3 4.2 4.6 3.9
Danish Method 0.9 1.1 1.5 1.0 0.9 1.8 0.4 1.6 2.0 1.3
N(r;2:0.5)--> min 2 3 3 3 3 3 1 4 4 3
N(r;2:1) --> min 2 3 3 2 1 2 1 4 4 3

N(.): number of points with.
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