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ABSTRACT: Sample means and variances, obtained through computer simulation, were compared with the corresponding population means and variances for five sampling schemes typically used in assessing the accuracy of land-cover maps derived from remotely sensed data. The five sampling schemes were simple random sampling, stratified random sampling, cluster sampling, systematic sampling, and stratified systematic unaligned sampling. Three data sets of varying spatial complexity, including an agricultural area, a range area, and a forest area, were investigated. The patterns of error in each data set, as measured by spatial autocorrelation analysis, greatly influenced the appropriate sampling scheme to be used for assessing the map accuracy. The results indicate that simple random sampling always provides adequate estimates of the population parameters, provided the sample size is sufficient. For the less spatially complex agriculture and range areas, systematic sampling and stratified systematic unaligned sampling greatly underestimated the population parameters and, therefore, should be used only with extreme caution. Cluster sampling worked reasonably well. However, clusters should not be taken of size greater than 25 pixels and preferably 10 pixels.

INTRODUCTION

In recent years, accuracy assessment of remotely sensed data has received widespread support in the remote sensing community. The discrete multivariate analysis techniques introduced by Congalton et al. (1983) and endorsed by Rosenfield and Fitzpatrick-Lins (1986), Hudson and Ramm (1987), and others have become widely used tools for assessing the accuracy of maps derived from remotely sensed data. The importance of the error matrix is now well recognized both for the information it yields itself (Story and Congalton 1986) and as input into more advanced statistical techniques. The overriding assumption then in the entire accuracy assessment procedure is that the error matrix must be indicative or representative of the entire area mapped from the remotely sensed data. In other words, the proper sampling approach was used in generating the error matrix on which all future analysis will be based. If this assumption is a bad one, then all the results of the accuracy assessment are void. Therefore, it is the objective of this paper to investigate the sampling schemes used in generating the error matrices for accuracy assessment. This objective can only be met by first exploring the inherent nature of errors in remotely sensed data and then relating these patterns to the sampling approaches of interest.

LITERATURE REVIEW

Assessing the accuracy of land-cover maps generated from remotely sensed data is expensive in both time and money. Obviously, a total enumeration of the mapped areas for verification is impossible. Sampling, therefore, becomes the means by which the accuracy of the land-cover map can be derived. Using the wrong sampling approach can be costly and yield poor results. Therefore, it is imperative to understand the patterns of error in the map, the sampling scheme, and their interaction in order to properly assess the accuracy.

Ginevan (1979) states three criteria for judging a sampling procedure:

- The procedure should have a low probability of accepting a map of low accuracy.
- The procedure should have a high probability of accepting a map of high accuracy.
- The procedure should require some minimum number of ground samples.

As in other disciplines, early work in sampling for accuracy assessment focused on sample size determination (the third criterion above) (e.g., Hord and Brooner, 1976; van Genderen et al., 1978; Hay, 1979). The binomial distribution was recognized as the appropriate mathematical model to use for accuracy assessment. The probability of getting y misclassifications in a sample of n from a certain map is given by the binomial probability density function (pdf) as follows:

\[ f(y) = \frac{n!}{(n-y)!y!} p^y (1-p)^{n-y} \]

where

- \( n \) = sample size,
- \( y \) = number of failures (i.e. misclassifications), and
- \( p \) = map accuracy (i.e., proportion of incorrectly classified pixels).

Other researchers, notably Rosenfield and Melley (1980) and Rosenfield (1982), used the normal distribution as the large sample approximation to the binomial.

Research in sample size determination for accuracy assessment has been adequate enough to at least set some general guidelines. On the other hand, little research has been performed in the area of sampling schemes. As pointed out by Card (1980), "... there has been no comparative study of systematic versus simple random sampling for map accuracy estimation." In fact, due to the high cost of data collection and time involved, there have been no direct comparisons of any sampling schemes used in assessing the accuracy of maps derived from remotely sensed data.

Many times, sampling schemes are chosen by tradition or because of time or money constraints. Little consideration is given to statistical validity. Also, there seems to be little agreement about which sampling scheme should be used. Hord and
Brooner (1976) used simple random sampling (SRS) with replacement while Zonneveld (1974) stated that simple random sampling is impractical because it is too costly in time and money. Also, SRS yields too many samples in large areas and not enough in the small and usually important areas. Instead, Zonneveld advocated the use of stratified random sampling in which the map stratiﬁed by land-cover types. Van Genderen et al. (1979) and Ginevan (1979) agreed with Zonneveld while Rudd (1971) would stratify by cover type but then place some minimum number of sample points in the smallest category to make sure all categories are adequately sampled. Berry and Baker (1968) would stratify geometrically and not by land-cover type. Todd et al. (1980) and Rhode (1978) cited economic considerations as justiﬁcation for using cluster sampling while Fitzpatrick-Lins (1978a, 1978b) and Ling et al. (1979) favored systematic unaligned sampling.

METHODS

The ﬁrst step in investigating sampling schemes used in accuracy assessment involves exploring the patterns of error in remotely sensed data. To this end, three data sets of varying spatial complexity were collected. A detailed description of these data sets and their analysis is given by Congalton (1984, 1988). A summary description is given here so that the reader can understand the analysis of the various sampling schemes.

DATA

The data sets used in this study consisted of a USGS 7½-minute quadrangle-sized area of a forested environment (most spatially complex), a rangeland environment, and an agricultural environment (least spatially complex). For each quad sized area, a Landsat MSS land-use/land-cover classiﬁcation and an assumed correct reference classiﬁcation were available. A diﬀerence image, so called because it shows the diﬀerences between the two classiﬁcations, was generated for each of the three data sets. Each image is a matrix of zeros and ones in which the ones indicate the errors (disagreement) and the zeros indicate the agreement (see Table 1). All further analysis was performed on the diﬀerence images. Each difference image could be visually displayed and the patterns of error observed. In addition, spatial autocorrelation analysis could be applied to each diﬀerence image to quantify the pattern of error (Congalton, 1988). Finally, each diﬀerence image could be viewed as a population and used in investigating diﬀerent sampling schemes. Because the population is binomially distributed (i.e., correct or error), the parameters of interest are (1) the population size, N, (2) the proportion of incorrect (error) responses or mean, P, and (3) population variance. Once these population parameters were obtained, computer simulation of the various sampling schemes was performed in order to evaluate the effectiveness of each in assessing the accuracy of land-cover maps derived from remotely sensed data. In other words, the sample estimates for the mean and variance from each sampling scheme were compared to the population parameters to see which estimates best approximated the population.

SAMPLING

Computer simulation was used to compare ﬁve sampling schemes on the three diﬀerence images of varying spatial complexity. These ﬁve sampling schemes were simple random sampling (SRS), cluster sampling (CS), stratified random sampling (STRAT), systematic sampling (SYSTEM), and stratified systematic unaligned sampling (SSUS). For each simulation the following information was recorded and used for comparison: the sample size (n), the mean or proportion incorrect (p), and the variance of the sample. All the sampling schemes except cluster sampling used a single pixel as the sampling unit. However, because the sample unit in cluster sampling is a cluster of pixels, the following additional information was recorded: cluster size, cluster shape, variance between clusters, variance within clusters, relative eﬃciency, and intracluster correlation.

Each of the ﬁve sampling schemes were simulated at various sample sizes and at 400 repetitions using a FORTRAN computer program written by the author. In other words, each simulation was repeated 400 times for each chosen sample size for each sampling scheme and the results were averaged together. Sample sizes were chosen, as in any sampling procedure, to obtain the most information with the least eﬀort. In other words, small sample sizes were investigated to see if they would yield adequate results. It should also be emphasized that the sampling approaches chosen were the ones most commonly used by the remote sensing community. Therefore, this analysis should be of practical signiﬁcance as well. Because the population parameters for each diﬀerence image were known, it was possible to compare the results of each sampling scheme simulation (sample mean and variance) with the actual known values (population mean and variance). This comparison allowed one to determine the best sampling scheme to use for each spatially different data set.

Simple Random Sampling Without Replacement. Simple random sampling is a method of selecting n sample units out of N units in the population, such that every one of the possible distinct samples has an equal chance of being selected (Cochran, 1977). Each sample unit is identiﬁed by an x,y coordinate pair which is selected using a random number generator. In the case of map accuracy, simple random sampling is performed without replacement, which means that each unit can be selected only once.

The sample estimates derived from simple random sampling have desirable statistical properties. The estimate of the mean is consistent and unbiased. An estimate is said to be consistent if the estimate equals the population parameter when the entire population is sampled (i.e., n = N). An estimate is said to be unbiased if the average value of the estimate at sample size n over all possible samples is equal to the population parameter. Only the mean or proportion is independently estimated in simple random sampling of proportions. The variance is computed from the mean and, therefore, is a function of it. The equations for all the sample estimates can be found in most sampling texts including Kish (1965) and Barrett and Nott (1979) as well as in Congalton (1984).

Cluster Sampling. Cluster sampling is a method of sampling in which the sample units are not single pixels but, rather, groups (clusters) of pixels (population elements) where each element (pixel) must be unique to only one sampling unit or cluster (Kish 1965). Cluster sampling is performed for many reasons, including convenience and cost savings. It is much easier and cheaper to visit a few large areas than it is to visit many smaller areas. The disadvantages of cluster sampling as compared to simple random sampling are that the variance for

| Table 1. Population Parameters for the Three Difference Images. |
|-----------------------|-----------------|-----------------|-----------------|
| Difference Image      | Agriculture     | Range           | Forest          |
| Image shape (pixels)  | 245 × 176       | 240 × 160       | 241 × 144       |
| Image size (pixels)   | 43,120          | 38,400          | 34,704          |
| Pixel size (metres square) | 63.6           | 50              | 60              |
| Population mean       | 0.2411          | 0.3243          | 0.2180          |
| Population variance   | 0.1830          | 0.2191          | 0.1705          |
A COMPARISON OF SAMPLING SCHEMES

When the pixels within a cluster are relatively homogeneous, the intraclass correlation coefficient is high. Conversely, when the pixels within the cluster are relatively heterogeneous, the intraclass correlation coefficient is low. Each cluster contains the most information when the pixels in it are most heterogeneous or when the intraclass correlation is low. With this in mind, cluster size and cluster shape should be chosen to minimize "ROH."

Stratified Random Sampling. Stratified random sampling is a sampling method in which a priori knowledge about a population is used to divide or stratify the population into nonoverlapping subpopulations (strata) which are more similar than the original population (Barrett and Nutt, 1979). This sampling approach is used when one wants to know specific information about certain subpopulations, for administrative convenience, and to increase the precision of the estimates for the entire population (Cochran, 1977).

Stratification of the difference images in this study was done geometrically and not by land-use category. The reason for this stratification was not to take advantage of a priori information, but rather to assume stratification for administrative convenience so as to not add more information into the sampling method. If additional information had been added, then direct comparison of the stratified sample with the other four sampling approaches would have been confounded. Therefore, the sample image was stratified by dividing it into four equal parts. Simple random sampling was employed within each stratum to derive the sample estimates.

Systematic Sampling. A systematic sample is one in which the sample units (pixels) are selected at some equal interval over time or space (Barrett and Nutt, 1979). The starting point (first sample) is located at random and each successive unit is taken at a specified interval thereafter. The advantages of systematic sampling are the ease or convenience of obtaining the sample and the uniform spread of the sampled observations over the entire population (Cochran, 1977). The major disadvantage of systematic sampling is that the selection procedure implies that each unit in the population does not have an equal chance of being included in the sample. In addition, if the population contains some periodicity, then the regular spacing of the sampling units might result in unrepresentative samples (Berry and Baker, 1968).

Because each sample unit in systematic sampling does not have an equal chance of selection, there is no fully valid estimate of sampling error (i.e., variance). However, there are many ways to approximately estimate the sampling error (Yates, 1981). The simplest and most common method, and the one used in this study, is to assume that the sample is random and use the appropriate equations from simple random sampling. More complicated methods (e.g., Kish (1965) and Quenouille (1949)) are available.

Stratified Systematic Unaligned Sampling. As described by Berry and Baker (1968), stratified systematic unaligned sampling "...combines the advantage of randomization and stratification with the useful aspects of systematic sampling, while avoiding the possibilities of bias due to the presence of periodicities." Figure 1 shows how a stratified systematic unaligned sample is acquired. First, the population is divided into strata with the strata size being determined by the number of samples to be taken. This division into implied strata is the same as that which occurs in systematic sampling when one takes samples at some given fixed interval. Next, point 1 (see Figure 1) is selected at random. The x coordinate at point 1 is then used with a new random y coordinate to locate point 2, and again with a new random y coordinate to locate point 3, and so forth across the row. In the same way, the y coordinate at point 1 is used with a new random x coordinate to locate point 4 and so forth down the column. Point 5 is located using the random x coordinate from point 4 and the random y coordinate from point 2, while point 7 is located using the x coordinate of point 3 and the y coordinate of point 6, and so forth until each stratum contains a sample unit (Berry, 1962).

The sample estimates derived from stratified systematic unaligned sampling are obtained by assuming simple random sampling and using the appropriate equations. Again, the reason for making this assumption is that it is commonly made when applying this sampling approach, and the object of this paper is to compare common approaches.

RESULTS

The objective of this study was to compare sample statistics, obtained through computer simulation, with the corresponding population parameters for five sampling schemes commonly used in assessing the accuracy of maps generated from remotely sensed data. A major factor influencing this accuracy is spatial autocorrelation, the details of which are presented in Congalton (1988). All the analysis, both spatial autocorrelation and sample simulations, was performed on the difference images. These images were generated by comparing, on a pixel-by-pixel basis, the Landsat classification with the assumed correct reference data for each of the study areas. Table 1 presents the population
parameters for the three difference images. The image sizes vary somewhat because the agriculture data set is slightly larger than the other two data sets and also because the pixel size varies between images.

The results of the spatial autocorrelation analysis indicate that each difference image exhibits positive autocorrelation. In other words, the errors are clumped or clustered together. This pattern of error has a definite effect on the sampling simulations as we will see.

**Sampling Simulations**

The results of the sampling simulations were graphically displayed with the sample statistic (i.e., sample mean or sample variance) on the y-axis and the number of samples or sample size on the x-axis. For all the graphs, except those for cluster sampling, the plotted values were the average sample statistic for a particular sample size. The average sample statistics plotted were computed by averaging 400 repetitions at each sample size. In other words, the computer was used to simulate the taking of a given sample 400 times, and the average result for each sample size was plotted on the graph. Repeating the sample 400 times and taking the average eliminates the problem of the odd chance of obtaining an unrepresentative sample, which is always possible in any sampling scheme.

In the cluster sampling, the sample size was held constant and the cluster size was tested. Cluster sizes of 2, 3, 4, 5, 8, and 10, which correspond to cluster shapes of 1 by 2, 1 by 3, 2 by 2, 1 by 5, 2 by 4, and 2 by 5, were chosen for reasons that will be discussed later in the section on intracluster correlation. Therefore, in the cluster sampling, the plotted values were the average sample statistic for a particular cluster size. The actual population parameter was also plotted on each graph as a horizontal line originating from the appropriate place on the y-axis.

The results of the sampling simulations for each of the three difference images were plotted on as few graphs as possible. The results for the sample mean of simple random sampling (SRS), stratified random sampling (STRAT), systematic sampling (SYSTEM), and stratified systematic unaligned sampling (SSUS) are presented on a single graph for each difference image. The results for the sample variance of simple random sampling (SRS), systematic sampling (SYSTEM), and stratified systematic unaligned sampling (SSUS) are presented on a single graph for each difference image. The results for the variance of stratified random sampling (STRAT) require their own graph. These results are not directly comparable to the other schemes because the effect of stratification is to reduce the variance in each stratum. For this reason and for space limitations, the graphs will not be presented in this paper. They are available in Congalton (1984). The results for the cluster sampling also require individual graphs for the mean and variance of each difference image. In addition to the graphs, sample sizes in percent are reported for each difference image. These percentages are reported to provide some input on minimum sample sizes necessary for accuracy assessment.

Figure 2 shows the results for the sample mean on the agricultural difference image using simple random sampling, stratified random sampling, systematic sampling, and stratified systematic unaligned sampling. Note that the sample estimates for stratified systematic unaligned sampling and systematic sampling overestimate the population mean while the sample estimates for the stratified random sampling and the simple random sampling closely estimate the population mean. Figure 2 also shows the results for the sample variance on the agriculture difference image. Remember that stratified random sampling is not included for reasons already discussed. As in the case of the sample mean, the sample estimates for the stratified systematic unaligned sampling and the systematic sampling overestimate the population variance. The sample estimates for simple random sampling closely follow the population variance. The sample sizes for the agricultural difference image ranged from 0.05 percent to 1.40 percent of the entire image.

The results for the sample mean and sample variance on the range difference image using simple random sampling, stratified random sampling (sample mean only), systematic sampling, and stratified systematic unaligned sampling are presented in Figure 3. These results look very similar to the results for the agricultural difference image. Again, stratified systematic unaligned sampling and systematic sampling overestimated the population statistics. The only exception to this overestimation is at the largest sample size of 600 pixels. The results for both the stratified random sample and the simple random sample were almost identical and closely estimate the sample mean. Also, simple random sampling clearly provides the best estimate of sample variance. The sample sizes for the range difference image were between 0.07 percent and 1.50 percent of the entire image.

Figure 4 shows the results of the four sampling schemes for estimating sample mean and the results of the three sampling
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Fig. 3. The average of the sample statistics at each sample size for 400 repetitions using simple random sampling, systematic sampling, stratified random sampling (sample mean only), and stratified systematic unaligned sampling on the range difference image (the horizontal line is the population parameter).

Fig. 4. The average of the sample statistics at each sample size for 400 repetitions using simple random sampling, systematic sampling, stratified random sampling (sample mean only), and stratified systematic unaligned sampling on the forest difference image (the horizontal line is the population parameter).

schemes (not stratified random sampling) for estimating the sample variance on the forest difference image. Note that the scales of the graphs here are different from those of the other graphs. The range of sample means is from 0.211 to 0.226 and the range of sample variances is from 0.169 to 0.174 which are smaller than those of the other graphs. The reason for this range change is obvious from looking at the graphs. All the sampling schemes do a fairly good job of estimating the population mean and variance. However, the simple random sampling scheme and the stratified random sampling scheme best approximate the population mean, especially when the sample size is 100 pixels or more. The same can be said of simple random sampling for the sample variance. At a sample size of less than 100, there is considerable variation within the results for all four schemes. The stratified systematic unaligned sampling and the systematic sampling continue to vary over the entire range of sample sizes. The sampling schemes for the forest difference image used sample sizes that ranged from 0.07 percent to 1.70 percent of the entire image.

Figures 5, 6, and 7 present the results of the clustering sample scheme for the agriculture, range, and forest difference images, respectively. Remember that the results here are not for different sample sizes, but rather for various cluster sizes. The sample size was held constant at 200 pixels while the results are for 400 repetitions at each cluster size. All cluster sizes investigated performed adequately. However, a cluster size of 2 best approximated the population mean for the agriculture and the forest difference images, while a cluster size of 5 was best for the range difference image. As for the sample variance, a cluster of size 2 best approximated the population variance for the agriculture difference image, clusters of sizes 4 and 5 for the range difference image, and a cluster of size 10 for the forest difference image. More important are the results presented in Figure 8. This graph shows the plot of average intracluster correlation coefficients versus cluster size for the three difference images. Note that the intracluster correlation coefficient begins high for small cluster sizes and decreases as the cluster size increases.

DISCUSSION

The results of the sampling simulations for the five sampling schemes on the three difference images were influenced greatly...
by the pattern of error (spatial autocorrelation) within each difference image. In all three difference images, simple random sampling performed well in estimating the population statistics while the other four sampling schemes yielded different results for each of the three difference images. In the case of the agriculture difference image, stratified random sampling performed almost as well as simple random sampling. In addition, cluster sampling provided adequate estimates so as to be useful in the situation dictates the need for a cluster sample. Such instances might include using a cluster to deal with small misregistration problems in the data or when sampling over tremendously large areas such as in Alaska. According to these results for the agriculture study area, stratified random sampling scheme and systematic sampling should not be used in assessing the accuracy of remotely sensed data. The results also indicate that sample sizes in the range of a 1 percent sample should be obtained if possible.

The results of the sampling simulations for the range study area indicate that the stratified random sampling scheme and the simple random sampling scheme perform the best. As in the agriculture data, a sample size around 1 percent of the image is required. Neither the stratified systematic unaligned sampling scheme nor the systematic sampling scheme performed well for the range study area except at a sample size of 600 pixels. The reason for this problem is periodicity in the data caused by the spatial autocorrelation between errors (see autocorrelation results in Congalton (1988)). Therefore, neither of these sampling schemes should be used in range environments for assessing the accuracy of remotely sensed data. Again, cluster sampling performed adequately enough, especially at a cluster of size 5, to be used if the situation demands it.

The results of the sampling simulations on the forest study area differ significantly from the other two study areas. All five of the sampling schemes do an adequate job of estimating the population mean. However, the best results are still achieved with simple random sampling followed by stratified random sampling. Unlike their performance in the agriculture and range difference images, stratified systematic unaligned sampling and systematic sampling adequately estimate the population parameter in the forest difference image. The reason for these sampling schemes working here and not in the other difference images has to do with the complexity of the forest study area. The pattern of error in the forest difference image is more complex and linear than the more simple, blocky pattern found in the range and especially the agriculture difference image. This complexity is clearly shown in the graphs of autocorrelation (Congalton, 1988). These graphs also demonstrate pronounced periodicity in the agriculture difference image, slightly less in the range difference image, and considerably less in the forest difference image. Therefore, although some periodicity is evi-
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**Fig. 7.** The average of the sample statistics at each cluster size for 400 repetitions using cluster sampling on the forest difference image.

CONCLUSIONS

Spatial complexity of a given environment dictates the appropriate sampling scheme(s) to be used for creating error matrices necessary to assess the accuracy of maps generated from remotely sensed data. In the agriculture, range, and forest areas used in this study, simple random sampling always performed adequately and can be used in all situations. Stratified random sampling also performed well and should be used especially when it is necessary to make sure that small, but important, areas are represented in the sample. Cluster sampling also can be used if the situation dictates it. However, small clusters should be taken using no more than 10 pixels per cluster or 25 pixels per cluster, maximum. Stratified systematic unaligned sampling and systematic sampling should be used only with extreme caution. Depending on the complexity of the area as determined by spatial autocorrelation analysis, these two schemes may yield adequate results. However, periodicity in remotely sensed data due to the positive correlation between errors could result in a very poor estimate of the population parameters if these schemes are used inappropriately.

The results of the analysis of average intracluster correlation coefficient are most interesting. Traditionally, cluster sampling has been a popular method of collecting ground data for comparison with remotely sensed data. In some instances, very large clusters up to a size of 100 pixels were taken. The results of this study show that clusters larger than about size 10 add very little new information to the cluster. In other words, the cost of adding another pixel to the cluster outweighs the information obtained from that pixel after the cluster reaches the size of about 10. This concept is well demonstrated by Figure 8. Notice that the value of the average intracluster correlation coefficient drops rapidly for about the first 10 pixels and then begins to level off. After the cluster reaches a size of 25, almost no change in the graph exists at all. Therefore, in order to maximize the information derived from cluster sampling in assessing the errors in remotely sensed data, no cluster should be taken that is larger than 10 or at most 25. In addition, Figure 8 also reveals something about the spatial complexity of the three difference images that was also brought out in the spatial autocorrelation analysis. Notice that the difference image with the highest intracluster correlation curve is the agriculture difference image. The agriculture study area is also the least complex and, therefore, would be expected to have the highest intracluster correlation (rate of homogeneity). Conversely, the most complex environment, forest, has the lowest intracluster correlation curve. Therefore, the spatial autocorrelation in the difference images also confirms the need for small cluster sizes.
Analysis of this type should be extended to higher spatial resolution Thematic Mapper data to see if these relationships hold. Initial results of accuracy assessments reported in the literature tend towards anticipating that spatial complexity will be a more important measure in Thematic Mapper data than it obviously is in MSS data. Its importance is expected to increase even more when using SPOT data.
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