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ABSTRACT: The main techniques used to measure and predict urban heat islands have been station comparisons, auto
traverses, remote sensing, and modeling. Very few studies have compared the results from using several of these
techniques for the same city. This study compares six temperature patterns obtained from the Heat Capacity Mapping
Mission satellite with a temperature pattern acquired using the auto-traverse technique and a thermal pattern predicted
by a land-use based simulation model called DYNASPACE for a portion of Alachua County, Florida, centered on the
city of Gainesville.

The satellite data reveal daytime heat islands of 5 to 60 C and early morning magnitudes of up to 90 C. Highest
temperatures during days and mornings were in the central business district (CBD), the university campus, and the
airport. Other consistent thermal features in the satellite data were extensions of high temperatures to the north and
east of the CBD, and a stronger temperature gradient to the west of the CBD than to the east. All of these features were
also apparent in the auto-traverse temperature pattern and were generally predicted by the DYNASPACE model.

INTRODUCTION

M ANY STUDIES OF URBAN THERMAL PATTERNS have ap­
peared over the past four decades. The main techniques

employed to measure and predict urban heat excess compared
with the surrounding rural environment (the urban heat island)
have been urban-rural meteorological station comparisons, the
auto-traverse method, remote sensing - particularly using air­
craft and satellite thermal infrared data, and computer modeling
approaches. Each technique measures or analyzes a different
aspect of urban-rural temperature differences, and there are
caveats associated with each. The urban-rural-station-compari­
son approach is plagued with the problem of whether the cho­
sen stations are representative of general urban and rural
conditions or are indicative of only the immediate local envi­
ronment. Additionally, no urban heat island spatial distribu­
tions can be produced by the two-station method. Studies
employing many measuring points represent an improvement
of the method, as shown by Hsu's (1984) map of temperatures
in and around Phoenix, which was based on 26 recording sta­
tions in the Salt River Valley, Arizona. However, the problem
of station representativeness remains.

The auto-traverse method, unlike the station-comparison
technique, has facilitated the understanding of the spatial var­
iability of urban heat islands. However, persistent problems
with this technique include (1) the auto is confined to roads; (2)
the traverses, especially if they are circuitous through many
parts of the city, may take several hours, sometimes requiring
time-standardization techniques applied to the data; and (3) all
measurements are acquired at subroof level, which may not
necessarily be representative of the surface where the most im­
portant energy exchanges occur. The third problem above is
discussed in detail by Arnfield (1982), especially in terms of
radiation exchanges.

A relatively recent alternative measuring scheme for deter-
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mmmg urban heat islands includes obtaining measurements
from remote sensing data. Many aircraft-based studies have
appeared in the literature. Two general shortcomings of this
technique have been that very few data collection periods were
involved in each study, and strips of portions of the cities were
obtained, rather than entire cities and the surrounding coun­
tryside.

Urban heat islands have also been studied using remotely
sensed data acquired from satellites. These data overcome many
of the problems of the other techniques, and several researchers
have suggested these type of data are the most viable for urban
heat island studies because they allow averages taken over dif­
ferent portions of the city to be used, are more representative
of the urban canopy as a whole, and provide the capability of
repeated, synoptic coverage. Rao (1972) presented an urban heat
island image obtained by the ITOS-l satellite for 19 October 1970.
Several studies of urban heat islands using various satellite sen­
sors have appeared since this early study of Rao (e.g., Carlson
et aI., 1977, 1981; Matson et aI., 1978; Price, 1979; Winiger, 1982;
Kalma et aI., 1983; Vukovich, 1983).

Computer simulation models have also been used to study
the effects of urbanized areas on the thermal structure of the
atmosphere. Terjung (1976) and Oke (1982) point out the ad­
vantages of this process-response approach, that allows the pre­
diction of the space-time variations of the morphological
components of the atmosphere, interfaces, and substrates. Some
urban climate modeling efforts include Outcalt (1972), Terjung
and Louie (1973, 1974), Tuller (1975), Pease et al. (1976), Morgan
et al. (1977), Brazel and Johnson (1980), Nunez and Oke (1980),
Terjung and O'Rourke (1980), Goward (1981) Arnfield (1982),
and Burt et al. (1982). Rayner (1984) discusses contributions to
urban modeling and general climatological modeling. Todhun­
ter (1986) presents a very detailed analysis of computer simu­
lations of urban effects on the atmosphere. One problem
encountered in most modeling simulations is that of parame-
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terizations, which are simplified approximations of actual con­
ditions; these are usually required because of computer limitations
and/or lack of data in regard to certain aspects of the modeling
process. As noted by Rayner (1984), although parameterizations
will be required in most models, considerable effort is being
applied toward this particular problem.

Each of these techniques for studying the urban heat island
has its own strengths and weaknesses and analyzes a different
aspect of the radiative/thermal environment of urban areas. Very
few studies compare and contrast results obtained from these
diverse techniques. The primary purpose of this study is to
assess the correspondence of satellite-derived temperature pat­
terns with a temperature pattern obtained using the auto-trav­
erse technique and a thermal pattern predicted by a land-use­
based energy balance model- DYNASPACE - for the city of
Gainesville, Florida (population 84,900 at the time of satellite
data collection). This will produce, to the authors' knowledge,
the only study of an urban heat island for a city using modeling,
satellite, and ground-based techniques. There are two second­
ary aspects that are outgrowths of the primary purpose: (1)
general aspects of the urban heat island magnitude and varia­
bility in Gainesville are briefly discussed, and (2) the utility of
satellite thermal infrared data with a spatial resolution of 600 m
for determining intraurban temperature patterns is shown.

SATELLITE AND LAND-USE DATA AND METHODOLOGY

The satellite data used in this analysis are from the Heat Ca­
pacity Mapping Mission (HCMM) satellite system. This satellite
had a near-polar orbit at an altitude of 620 km and was in op­
era tion from April 1978 to September 1980. Visible (0.5 to 1.1
micrometres) and thermal infrared (10.5 to 12.5 micrometres)
data are available for approximately 1330 and 0230 LSI for north­
ern middle latitudes. These times were chosen because they are
most favorable for the determination of surface thermal prop­
erties, exchanges of surface heat and moisture with the atmo­
sphere, and the surface energy budget. The resolution of 600
m at nadir of the thermal channel (with the data processed to
a pixel size of 481.5 m) has been shown to reveal basic char­
acteristics of urban heat islands (Price, 1979).

The HCMM satellite data were chosen over those available
from other satellites for several reasons. The 600-m resolution
is significantly better than that available from the currently ac­
tive Advanced Very High Resolution Radiometer (1.1 km) on­
board various NOAA satellites. Also, although the thermal infrared
channel of Landsat has a better spatial resolution than HCMM,
the overpass times of Landsat (late morning and early evening)
are not as conducive as the overpass times of HCMM for urban
heat island studies (Price, 1984, 1986). The dates of the HCMM
data analyzed here, and shown in Table 1, represent cloud-free
data covering three seasons. No cloud-free data for summer
were available.

TABLE 1. HEAT CAPACITY MAPPING MISSION SATELLITE THERMAL

INFRARED DATA AND METEOROLOGICAL CONDITIONS

Dateffime Wind Cloud Cover
Afternoon (1330 LST)

28 March 1979 Calm Clear'
S November 1978 Calm Clear
17 December 1978 2.0 mlsec, WNW Clear
Morning (0230 LST)

1 February 1979 4.0 mlsec, WNW Clear
21 May 1978 Calm Clear

3 November 1978 3.1 mlsec, NNE Clear

, Except for two small cumulus clouds (cool temperatures in Figure
2) at southeast corner of Newnan's Lake, directly east of the city

Five basic procedures were applied to the HCMM thermal in­
frared data: (1) correction for radiative absorption and emission
by atmospheric water vapor; (2) conversion of the digital num­
bers to temperatures, including correction of HCMM radiometer
calibration problems; (3) geometric correction; (4) production of
computer-generated isotherm maps using the SURFACE II graph­
ics program; and (5) generation of overlayed isotherm-land use/
cover maps.

HCMM DATA PROCESSING

Correction for atmospheric water vapor absorption and
emission was applied to obtain actual urban-rural temperatures,
rather than relative temperature differences only. The radiative
transfer model of Price (1983, and personal communication) was
employed. The model requires the input of emissivity and vertical
atmospheric sounding data - pressure, temperature, and dew
point - determined by a radiosonde. For emissivity, a spatially
constant surface value of 0.97 was used, the choice of which
was based on several factors. Taylor (1979) in a study of
emissivities for soils in southeast United States, showed for the
Gainesville, Florida area a value of 0.97 in the lOA to 12.6
micrometre portion of the spectrum. Grasslands in the same
area have a value of 0.98 to 0.99. Vegetation with an open canopy
has an emissivity of 0.96, while closed canopy vegetation values
are 0.97 to 0.98. Urban surfaces generally exhibit a wider range
of values, but tar/stone, common roofing materials in Gainesville,
have a value of 0.97. Artis and Carnahan (1982) noted that most
roofing materials are confined to a very narrow range of
emissivities and that the variation in rooftop emissivities has a
minimal effect on temperatures. In relation to the atmospheric
sounding data required, the closest non-coastal radiosonde station
to Gainesville, Florida is Waycross, Georgia, 180 km north of
the study area. Waycross radiosonde data collected closest to
the HCMM overpass times were used. Price noted that surface
temperatures within plus or minus 2 to 3° C of actual temperatures
are obtainable with this method. Temperatu~·es(0C) were derived
from these atmospherically-corrected data using the appropriate
equation (National Aeronautics and Space Administration, 1980);
known HCMM radiometer calibration errors were discussed by
Barnes and Price (1980) and were accounted for here using
information from Vukovich (1984).

Geometric correction of the six satellite digital image data sets
was obtained by registering one data set to UIM coordinates
and digitally overlaying the remaining five images to the
registered image. Fifty-one ground control points were used to
obtain the UIM registration. A linear mapping function and
bilinear interpolation resampling produced a registration with
0.58 pixel error. This accuracy compares favorably to several
other recent HCMM studies, where errors otone pixel up to five
pixels have been noted.

LAND COVER ANALYSIS

The distribution of land uses/covers was initially obtained
from a 1974 map of the county in which the study area occurs.
There were two problems with this map: it was based on 1974
data, rather than 1978-79, which are the years of the HCMM data,
and it contained 20 classes, which was considered too many for
use with this study. The first problem, that of updating the
map, was resolved using two data sources. The city of Gainesville
had produced a 1978 land-uselland-cover map for the area within
the city limits. That portion of the study area outside the city
limits was updated using 1979 aerial photography. Relatively
few major changes occurred in the study area between 1974 and
1978-79. The second problem, that of too many land-uselland­
cover classes, was initially attempted to be solved by combining
classes to fit within those presented by Arnfield (1982), which
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SATELLITE TEMPERATURE PATTERNS

• Categories adapted from Anderson et al. (1976)

TABLE 2. LAND USE/LAND COVER FOR GAINESVILLE, FLORIDA AND

SURROUNDING AREA'

COMPARISON OF SATELLITE, AUTO-TRAVERSE, AND
MODEL TEMPERATURE PATIERNS

of the CBO, is manifested by the bending of isotherms around
it, indicating that the many buildings and large parking lots
there are conducive to higher temperatures.

Several other land-use-temperature relationships are distin­
guishable on the maps, such as the consistently high temper­
atures associated with the airport, in the extreme northeast
portion of the city and with a large shopping mall located just
outside the westernmost portion of the city limits, and the rel­
atively uniform area of intermediate temperatures coincident
with the largest contiguous zone of single-family housing in the
city, located mostly to the northeast of the CBO. Consistently
warm regions outside the urbanized area are characterized by
bare ground/pasture land covers, which are most prevalent in
a region six km east-northeast of the CBO and in the extreme
southwest corner of the study area (see Figure 1). Rangeland
in the southernmost portion of the study area is very warm on
two of the daytime maps (Figures 3 and 4).

Another feature common to all three daytime temperature
patterns is a stronger gradient to the immediate west of the CBO
than to the east. This is probably partly the result of the com­
mercial development to the east of the CBO and the riparian
vegetation that occurs in sinuous segments to the west of the
area.

The three satellite-derived temperature patterns obtained in
the early morning (0230 LST) are shown in Figures 5 to 7. The
1 February 1979 pattern reveals fewer relationships between
land cover and temperatures than the afternoon maps or the
other two morning patterns. There are isolines of higher tem­
peratures associated with the airport and the university cam­
pus, but generally there is very little temperature variation within
the city or surrounding countryside. The urban heat island
magnitude is only 1 to 2° C. Windspeed at the satellite overpass
time was 4.0 mlsec, the greatest windspeed during any of the
overpass times.

The other two early morning temperature patterns (Figures
6 and 7) show several definite correlations between land covers
and temperatures. The 21 May 1978 map shows, like the after­
noon maps, that an isoline very closely conforms to the CBO
and university campus. These areas were the warmest in the
city and exceeded representative rural temperatures by 4 to 6°
C. Also similar to the afternoon patterns are higher tempera­
tures extending northward and eastward from the CBO. The
temperature pattern for the morning of 3 November 1978, shown
in Figure 7, was acquired two days before the 5 November 1978
daytime pattern shown in Figure 3, and shows some similarities
to that afternoon pattern and to the May morning pattern. Again,
the isoline representing the highest temperature within the city
is centered directly over the CBD, yielding a heat island of 9° C;
the university campus is also warmer than its immediate sur­
roundings. This maximum of 9° C corresponds closely to the
8.3° C value for a postsunset urban heat island predicted by
Oke (1973) for a city the size of Gainesville. Narrow northward
and eastward warm extensions stretch out from the CBD, and
the temperature gradient is greater toward the western peri­
periphery of the city than toward the east.

AUTO-TRAVERSE TEMPERATURE PATTERN

The auto-traverse data for this study were obtained from
Dohrenwend and Wetterqvist (1977). An automobile-mounted
Tele-thermometer, which can be read to 0.1° C, was used. The
thermistor probe was shielded and mounted one metre above
the roof of a light-colored auto to reduce radiational effects. The
auto stopped to record each observation. A total of 63 temperature
values were recorded over three transects through the city and
into the undeveloped surroundings between 0455 and 0655 EST
(before sunrise) on 9 December 1974. No time correction was
applied to the data. Very light winds (less than 2.0 mlsec) and

Description for Gainesville Area
Predominantly 1 story units sur­

rounded by vegetated surfaces
Mostly 1-4 story units; less vege­

tated than single-family
General commercial areas, includ­

ing CBo and university campus;
1-3 stories dominate

Main area is the airport in extreme
northeast corner of city

Agricultural land, whether culti­
vated or fallow

Ory prairie, mostly located in
Paynes Prairie, south of the city

Predominantly pine flatlands, com­
mercial forests, and hardwood
hammocks

Largest is kidney-shaped Newnan's
Lake on east side of study area

Cypress and hydric (wet) hammock
Marsh
Generally land cleared for future

commercial development

Lakes

Rangeland

Residential: Single-family and
Mobile Home

Residential: Multi-family

Forest Land

Category

Forested Wetland
Nonforested Wetland
Barren Land: Transitional areas

Commercial and Services

were developed for Columbus, Ohio. However, four of the eight
classes (COM2-COMS) do not occur in Gainesville, and the
classification does not include rural land covers (Arnfield
developed it specifically for use with radiation properties and
budgets in cities). The land-use/land-cover scheme of Auer (1978)
developed for St. Louis was also considered, which included
what he called a "meteorologically significant" land use mosaic.
Again, several of the categories do not apply to Gainesville and
its surroundings. The classification scheme that produced the
best results was the well-known Anderson classification
(Anderson et aI., 1976), developed especially for aerial
photography and satellite data. The use of this system produced
the eleven class~s shown in Table 2 and Figure 1.

Transportation, Communica­
tions, and Utilities

Cropland and Pasture

Although much detail about the heat island of the study area
is generated by the satellite data, only the main spatial features
will be presented here, because comparison of the results of the
three techniques (satellite, auto-traverse and modeling) is being
emphasized. The three daytime HCMM-derived temperature
patterns are shown in Figures 2 to 4. Several characteristics are
common among the daytime temperature patterns. The central
business district (CBO) is well defined in all three by an isotherm
that conforms approximately to its shape. This region was among
the warmest in the city on all three daytime temperature dis­
tributions. When the CBO temperatures are compared with the
average temperatures of the coolest non-wet rural land cover,
daytime heat islands of 5 to 6° C result. The smallest daytime
heat island (approximately 5° C) corresponds to the only one of
the three dates with measurable winds (2.0 mlsec). Also ap­
parent on the three afternoon maps is a northward extension
of high temperatures from the CBO along one of the major streets
in the city; this represents, in addition to the CBO, the main
commercial area in Gainesville. The November and December
dates show a similar, although less distinct, eastward extension.
The area of the University of Florida, to the west and southwest
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Land Use and Cover

1- Residential: Single Family and Mobile
2- Residential: Multi-Family
3- Commercial and Services
4- Transportation, Communications

and Utilities
5- Cropland and Pasture
6- Rangeland
7- Forest land
B- lakes
9- Forested Weiland

10- Non-Forested Weiland
11- Barren Land: Transitional

~ Central Business District

~ University of Florida

~ Gainesville Regional Airport

FIG. 1. Main physical features and land use/land cover.

FIG. 2. HCMM-derived temperatures (0C) for 28 March 1979, 1330 LST.

calm conditions prevailed in the two-hour period. Only relative
comparisons of isotherm patterns derived from the satellite and
auto-traverse data can be made, because the former represent
surface conditions and the latter represent conditions
approximately two metres above the ground.

The temperature pattern resulting from the auto-traverse data

FIG. 3. As in Figure 2 except date is 5 November 1978.

is shown in Figure 8. Isotherms were determined from the data
collection points by a computer graphics program. As with the
satellite data, highest temperatures were recorded in and near
the CBO. The highest temperature, 5.6° C, was recorded within
the CBO; the two lowest temperatures, 2.60 and 3.20 C, were
observed to the northwest and southeast, respectively, of the
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FIG. 4. As in Figure 2 except date is 17 December 1978.

FIG. 5. As in Figure 2 except date/time is 1 February 1979, 0230 LST.

city. The urban heat island magnitude was 3° C. High
temperatures extended toward the north and east from the CBO
as was noted in the satellite temperature patterns. The auto~
traverse pattern is closest in general resemblance to the satellite
patterns of Figures 2 and 3. Also apparent was that the
temperature gradient between the CBO and the urban periphery
was stronger towards the western edge of the city than the
eastern edge; this was also visible in most of the HCMM data.
Although the a~t?-traversetemperatures were collected on only
one date, and It IS known that temperature patterns vary with
sea~ons,meteorol?gical conditions, and other factors, the findings
baSIcally agree wIth those of other urban heat island empirical
results, and are generally similar to the HCMM-derived results.

COMPUTER-SIMULATED TEMPERATURE PATTERN

The model of Dohrenwend and Wetterqvist (1977) is a relatively
simple la~d-use energy balance model. As noted by Todhunter
(1986), thIS type of model assumes that differences between

FIG. 6. As in Figure 5 except date is 21 May 1978.

FIG. 7. As in Figure 5 except date is 3 November 1978.

urban and rural temperatures are due to the unique radiative,
thermal, and mechanical properties of the urban surface. The
model used here is the OYNASPACE Meso Climate model, which
is a component of a larger countywide land-use policy effect
simulation model (Wetterqvist and Kaplan, 1976). The model
simulates the temperature behavior of the atmosphere at shelter
height as a function of land use. The model is not equivalent
to state-of-the-art energy balance simulations. Rather, it is based
on assigning land-use types to thermal categories based on
various characteristics of the surface materials comprising the
land uses. The mode! then produces a simple prediction of the
temperature distribution that should theoretically occur.

Step one involved dividing the study area into 32-acre cells,
resulting in 19,000 cells for our study area. A spectrum of ten
thermal categories was designed, with the region of lowest diurnal
and seasonal temperature variance and lowest maximum
temperatures constituting one end of the spectrum (designated
thermal category 1), and the region of highest diurnal and
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FIG. 9. Relative temperature-behavior categories predicted by the DYNAS·
PACE model; derived from Dohrenwend and Wetterqvist (1977). Scale
same as Figure 1.

corresponds to the 4.5° C isotherm on the map obtained using
the auto-traverse data (Figure 8). The only other region where
the category-six thermal class occurs on the map of simulated
temperature conditions is in the extreme northeastern portion
of the city, coinciding with the airport. This warm region is also
very conspicuous on all three daytime satellite maps. No auto­
traverse temperatures were acquired in the vicinity of the airport.
Also similar to the satellite-derived maps, and to the auto-traverse
temperature pattern, are the northward and eastward extensions
of the heat island effect, and a slightly greater thermal gradient
to certain areas west of the area of predicted maximum urban
effect, compared to the east.
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DISCUSSION

Although the three techniques produced generally similar
spatial patterns of the basic aspects of the heat island, the ab­
solute values of the heat island magnitudes varied widely be­
tween the satellite and auto-traverse techniques (the two of the
three techniques for which absolute heat island magnitudes were
determined). The satellite data revealed a heat island magnitude
of a maximum of 9° C for the predawn data, whereas the value
is 3° C based on the auto-traverse data. There are several po­
tential reasons for these temperature differences. The data col­
lection dates and times are different for the two techniques. The
auto-traverse data were acquired in 1974 and the satellite data
in 1978-79. However, because there was virtually no develop­
ment or significant land-uselland-cover changes in the CBO
(generally the warmest region in the auto-traverse and satellite
data), the larger heat islands observed in the satellite data ob­
tained 4 to 5 years after the ground data are not attributable to
urban development. Seasonal variation is also probably not a
primary contributing factor to the observed differences. The
auto-traverse data were collected in December; the data of the
postsunset satellite data with the greatest heat island was No­
vember. Additionally, meteorological conditions (particularly
wind speed) were basically similar during times of the satellite
and auto-traverse data, and winds were always less than 5.2
mlsec, which is the critical value for the elimination of the post­
sunset heat island for a city the size of Gainesville predicted by
the regression equation of Oke and Hannell (1970).

Probably the two reasons most responsible for the differences

FIG. 8. Temperature pattern CC) for 9 December 1974, 0455-0655 LST
using the auto-traverse technique; derived from Dohrenwend and Wet­
terqvist (1977). Stippled area is CBD; scale is 1:75,000. Not all data
collection points shown.

seasonal variance and highest maximum temperatures
constituting the other end of the spectrum (thermal category
10). Exercising experienced judgement and employing published
(e.g., Threlkeld, 1962; Sellers, 1965) values for the emissivity,
heat capacity, albedo, aerodynamic roughness, and wet fraction
(which is related to evapotranspiration) of the surface materials
that occur in the study area, each of the 28 land-use types in
the region was assigned to seven thermal categories, designated
as thermal categories 2 to 8. Three other thermal categories
(designated 1, 9, and 10) were reserved for additive thermal
effects that occur when certain contiguous thermal regions exceed
critical sizes. For example, when an area of thermal category 2
exceeded 20 cells, it was mapped as thermal category 1; if an
area of thermal category 3 exceeded 100 cells, it was mapped
as thermal category 1. In like fashion, a region of thermal category
6 was incremented to category 7 if the contiguous area was
greater than 20 cells. Areas of category 7 and 8 were each
incremented one category if the area exceeded 20 cells, and
increased two categories if the area was greater than 100 cells.
The OYNASPACE model then used these categories and the known
distribution of the surface materials to output a map of relative
temperature-behavior categories. As will be discussed below,
the results closely coincide with post-sunset auto-traverse data.

The three-dimensional effects of the urban geometry are not
directly considered in the model. That this exclusion may be a
shortcoming of land-use energy balance models has been shown
by Terjung and Louie (1974), Terjung and O'Rourke (1980), and
Todhunter (1986). However, this problem is probably not as
critical in Gainesville as in larger cities, because buildings taller
than three stories are very rare, and only one is in the CBO. The
major portion of the four-block-long CBO consists of buildings
that are mostly only two stories in height.

The OYNASPACE model clearly predicts the existence of an
urban heat island effect for Gainesville (Figure 9, using a
simplified six-category scale). The main feature is the region of
highest temperatures (category 6) that coincides very closely
with the CBO, the university, and the northward extension of
commercial land use from the CBO. The western boundary of
this region of maximum urban hea t island quite closely
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in the measured heat island magnitudes between the two tech­
niques relate to the representative nature of the data. First, the
satellite obtains a synoptic view, and is therefore able to mea­
sure all urban and rural thermal sources and sinks (within the
resolution restriction of the sensor); the auto-traverse method
has a much lower probability of including the areas that have
the very highest and lowest temperatures in the urban-rural
study area, or of producing temperature averages that are as
representative of the general urban and rural land covers. Sec­
ond, temperatures obtained by the auto-traverse technique bas­
ically represent shelter-height air temperatures, whereas the
satellite-derived temperatures are representative of the radia­
tively-active surface. Geiger (1966) and Kalma et al. (1983) have
noted temperature differences of 2.5 to 6.5° C between these
surfaces during calm, clear conditions. Lenschow and Dutton
(1964) reported summer differences of 9° C between ground and
air temperatures. Goldreich (1985), however, found that, al­
though ground and air temperature differed, the general ther­
mal patterns of the urban heat island of Johannesburg obtained
from an automobile-mounted thermometer and an aircraft­
mounted thermal scanner were similar. The present study has
shown this is also true when automobile-derived data are com­
pared with satellite data, as well as with a model-simulated
temperature pattern.

SUMMARY AND CONCLUSION

HCMM satellite thermal infrared digital data have been effec­
tively used to show the spatial variation of the urban thermal
patterns and several relationships between land uselland cover
and satellite-derived temperatures in the relatively small city of
Gainesville, Florida. Additional comparison studies could be
undertaken using future satellite systems with finer resolution
and overpass times close to those of HCMM. Welch (1982) has
addressed sensor resolution requirements for urban studies. In
relation to the present study, it can be seen that, although the
600-m resolution of the HCMM data is not sufficient for discern­
ing relationships between temperatures and relatively small areas
of a particular land use (e. g., an apartment complex), it is
sufficient for providing a general characterization of intraurban
temperature patterns. These patterns in Gainesville, Florida are
generally consistent with those determined by ground-based
observations and simulation modeling.
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