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ABSTRACT: Techniques for digital processing of thermal infrared images are addressed. In particular, techniques that
are uniquely required for thermal imagery are emphasized. This includes a treatment of how to implement absolute
temperature calibration algorithms, methods for registering and combining multiple thermal infrared images, and
methods for combining thermal infrared reflected visible and near-infrared data. In addition the characteristics and
methods for analysis of apparent thermal inertia images and thermal infrared multispectral images are treated.

INTRODUCTION

THIS PAPER REVIEWS a variety of image processing techniques
used for thermal infrared (TIR) image analysis. The empha­

sis is on how image processing techniques are used to solve
problems unique to TIR imagery. While many of the techniques
discussed may also be used for analysis of conventional electro­
optical (EO) images, TIR imaging often has unique problems or
analysis requirements which will be emphasized here. Those
aspects of TIR image processing which are common to conven­
tional EO image analysis will generally not be treated. The
processing of TIR imagery is typically driven by a need to extract
information about the temperature of Earth surface features or
some thermodynamically related variable (e.g., rate of change
of temperature or thermal inertia). This interest in extraction of
temperature information has led to an emphasis on image
processing techniques capable of yielding quantitative radio­
metric solutions on a pixel-by-pixel basis. These point process­
ing techniques are typically implemented with some form of
look-up table (LUT). The peculiarities of TIR LUTs, including their
essential non-linearities, are discussed in the section on point
processing.

While TIR image geometry is essentially identical to similar
EO systems, many airborne TIR systems have applications which
require geometric corrections which are often not required of
their EO counterparts. Thus, certain image processing methods
for geometric correction of airborne scanner imagery are dis­
cussed.

Many applications of TIR imagery require use of ancillary data
derived from maps or other images. The processing of these
data pose several problems unique to TIR imagery, including
registration of images with poor brightness correlation and
processing of pixels differentially on the basis of the optical
properties of the material imaged (e.g, emissivity effects). Sev­
eral image processing techniques for using multiple images to
solve absolute temperature measurement problems are dis­
cussed, including parallel processing approaches where appli­
cable. Many investigators have suggested that use of multiple
TIR images can provide information on important cultural, geo­
logical, and agricultural variables. Techniques for combining
multi-temporal and multispectral TIR imagery for resource as­
sessment are achieving growing acceptance. The use of these
image combination techniques and ways to display multiple
image sets for TIR image information extraction are presented
in some detail.

BACKGROUND

TIR imagers typically operate in the midwave (3 to SfLm) or
long-wave (8 to 14fLm) infrared region. Table 1 contains a com­
parison of selected features of several TIR imagers. Most quan-
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TABLE 1.

IFOV
[mR]

or
Spectral Ground Noise Data

Imaging Response Spot Size Level Quantization
System [f1m] [kIn] [K] [bits)

Landsat Thematic 10.4-12.4 0.12 kIn O.4K 8
Mapper (Band 6)
(TM)
Heat Capacity 10.5-12.5 0.83 mR O.4K 8
Mapping
Radiometer
(HCMM)
Advanced Very High 3.55-3.93 1.51 mR 0.12K 10
Resolution 10.3-11.3 1.41 mR
Radiometer 11.5-12.5 1.30 mR
(AVHRA)
Thermal Infrared 8.2-8.6 2.5 mR 0.1-0.3K 8
Multispectral 8.6-9.0
Scanner (TIMS) 9.0-9.4

9.4-10.2
10.2-11.2

titative work utilizes the long-wave IR region or the midwave
IR at night to avoid solar reflection effects that make quantitative
analysis of daytime data in the midwave extremely difficult. In
general, daytime midwave effects will not be included here.
With this condition, the effective spectral radiance observed by
an airborne or space-based TIR sensor system can be expressed
in simplified form as (cj. Figure 1)

(1)

where

LA is the observed spectral radiance [wm- 2sr- 1 fLm- I
],

EA is the wavelength dependent emissivity,
LTA is the spectral radiance from a blackbody at temperature

T according to the Planck blackbody equation,
TA is the wavelength dependent atmospheric transmis­

sion,
LdA is the spectral downwelled radiance onto the target due

to self-emission by the sky,
rA is the wavelength dependent reflectivity,
L"A is the spectral upwelled radiance due to self-emission

from the atmosphere between the target and the sen­
sor, and

A is wavelength.

The sensors are typically line scanners or whisk broom scan-
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DC is the recorded signal level (digital count for a digital
system),

f3. is the normalized spectral response function of the sen­
sor,

m is the system gain term incorporating optical through­
put and electronic amplification,

L is the effective radiance observed by the sensor
[wm- 2sr- 1j, and

b is the system bias incorporating radiometric and elec­
tronic offset terms.

l'
For high brightness display. bit shift the sample window two

to the right or six to the left and sample least significant
byte (LSB) or most Significant byte (MSB) respectively.

(b)

FIG. 3. Look-up tables can be used for initial ten-bit to eight-bit remapping
for image display or image processing of selected features based on (a)
histogram analysis. Alternately, (b) the high or low eight bits can be easily
sampled.

where

because of their relatively small apertures (75 to 125 mm), use
full field-of-view temperature controlled blackbodies located
ahead of the first optical surface for calibration. These black­
bodies are viewed by the scan mirror during the"dead" time
when it looks upward into the scanner housing. The larger
aperture of most satellite systems makes this approach to cali­
bration impractical. As illustrated in Figure 2b, blackbody cali­
bration surfaces are introduced into the optical train much closer
to the detectors where their physical size can be greatly re­
duced. This is the approach taken with band 6 of the Landsat
Thematic Mapper where calibration radiance sources are briefly
introduced into the field-of-view of the optics during the scan
mirror turnaround time.

Most TIR sensor systems are designed such that the recorded
signal is linearly related to the observed radiance such that

~~~ Focal Plane
U Detectors

Detector
In Dewar

(b)

Ground Track

Ground Track

(a)

IR WHISK BROOM SCANNER
With Internal Blackbody Calibration

,(J, ~-__:.;;:::

FIG. 1. Spectral radiance reaching a remote sens­
ing platform.

Scan Track

IR LINE SCANNER
With Blackbodies Ahead of First Optics

Blackbody
Calibration
Sources

FIG. 2. Typical optical diagrams for(a) an airborne TIR Line Scanner with
full aperture blackbodies ahead of the collecting mirror and (b) a satellite
TIR whisk broom scanner with an internal blackbody calibrator.

ners, as illustrated in Figure 2, with either full aperture calibra­
tion or internal calibration. Generally, airborne line scanners,

Thus, only two reference levels are needed for internal cali­
bration of the sensor's response. In the next section, image
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FIG. 4. Graphs of look-up tables used in converting input digital counts to
output digital counts directly related to apparent surface temperature. The
shaded area indicates how the range of digital counts in the input image
would be mapped to output digital counts.

(3)

1.S

L = orL(O) + L"

L(O)

r = 1- E

L"

or

Mean Spectral
Radiance at

Ground

1.S

is the radiance observed by the sensor,
is the effective atmospheric transmission in
the bandpass (these terms include corrections
for the spectral shape of the source and the
spectral response of the sensor),

fLT + rLd is the effective ground-leaving radiance in
the bandpass,
is the emissivity in the bandpass,
is the effective blackbody radiance in the
bandpass from a sample at temperature T,
is the effective downwelled radiance in the
bandpass,
is the reflectivity in the bandpass, and
is the effective upwelled radiance in the
bandpass.

The terms T and L" are dependent on the atmospheric con­
ditions at the time of data acqisition. A number of techniques
exist for computing these values to varying degrees of accuracy
(c/. Byrnes and Schott, 1986). One of the most common methods
involves use of radiation propagation models such as LOWTRAN
6 (Kneizy et aI., 1983) which can be used to generate estimates
of or, L", and Ld •

In order to convert surface leaving radiance L(O) values to
apparent surface temperature values, the Planck blackbody ra-

modified by atmospheric effects such that the radiance com­
puted by iuternal sensor calibration must be further corrected
to obtain estimates of the radiance leaving the ground. Often,
Equation 1 can be simplified to

where L

processing procedures for implementing internal sensor cali­
brations will be discussed.

It is often useful to express TIR radiance levels in terms of the
more intuitively meaningful units of apparent temperature. This
refers to the temperature a blackbody would have to be at to
produce the radiance level in question in the bandpass of in­
terest. This concept can be extended to introduce the concept
of noise equivalent temperature difference (NE~T) as the change
in the temperature of a blackbody needed to produce a change
in radiant power at the detector equal to the noise equivalent
power (NEP) of the system (Le., just at the detection limit).
These temperature equivalences are common in TIR image
processing and will be utilized in the following sections.

POINT PROCESSING

Point processing (the independent processing of each pixel's
brightness regardless of the brightness of neighboring pixels) is
used for radiometric calibration of TIR images. For individuals
used to processing images with one byte or less per pixel (Le.,
256 or fewer gray levels), many TIR images may be a surprise.
To accommodate the wide thermal range of Earth surface fea­
tures (e.g., tropical deserts to high clouds) while maintaining
high thermal resolution (i.e., NE~T values of tenths of a degree
K) many sensors have more than 8 bit quantizers. For serial
processing using high levels of integer precision or floating point
operations, this should present no problem. However, many
image processing and/or display systems are hardware limited
to handling 8-bit images. This often requires an initial bright­
ness remapping of images for display purposes and a subse­
quent (usually different) remapping for processing purposes if
the full radiometric resolution is to be maintained. Figure 3
shows how two such remapping look-up tables might be gen­
erated from an initiallO-bit histogram. In many systems it may
be simpler and yield acceptable first-look results to sample the
low eight bits (e.g., if only clouds were of interest in the sample
shown) or the high eight bits (e.g., if only Earth surface features
are of interest), of the 10 bits used. In general, this requires bit
shifting algorithms to shift the data of interest to the most sig­
nificant or least significant byte of a two byte data set which
can then be sampled for further processing. (cj. Figure 3b).

Radiometric calibration of TIR imagery begins with the sam­
pling of the digital records of the calibration sources. For many
systems, each line of data includes the signal from the Earth
scan as well as short scans over two calibration sources (black­
bodies) of known radiance. The digital count corresponding to
the signal level from the calibration sources must be sampled
for each line. The radiance from each source is computed from
telemetry or flight data recording the temperature of the black­
bodies. These data coupled with the spectral response data for
the sensor permit a unique solution to Equation 2 for each line
of data. Depending on the noise characteristics of the sensor,
these calibrations will then be applied on a line-by-line basis,
averaged over several lines or included in a many line smooth­
ing solution which generates modified line-by-Iine corrections.
For systems with calibration sources after the forward optics,
additional corrections for attenuation and self-radiance from these
optics must be made to the m and b terms of Equation 2. These
are typically precalibrated adjustments to the calibration de­
scribed above with slight corrections required if the temperature
of the large optical elements changes or if deterioration of the
optical coatings occurs. In general, all the corrections are first­
order linear so the functional form of Equation 2 remains stable
(Le., the corrections are adjustments to the observed m and b
values). In many cases (e.g., TM band 6 P tapes) the data are
pre-processed to remove line-by-line variations so the calibra­
tion constants (m and b) are fixed for the entire image.

As indicated in Figure 1, the radiance reaching the sensor is
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Baseline geometric correction for TIR sensors is essentially
identical to any other EO sensor (d. Schowengerdt, 1983) and

(5)
v
- R'IFOV
h

where
v is aircraft ground speed [m/sec],
h is aircraft altitude (AGL) [m],
R is the collection mirror scan rate [revolutions/sec], and
IFOV is the instantaneous field of view [radians].

The parameters on the right-hand side of Equation 4 are often
constants, and aircraft or mission requirements limit control of
the left-hand side variables, resulting in systematically distorted

will not be treated here for satellite sensors. However, airborne
scanner TIR images must often be geometrically corrected where
their EO counterparts are often not. This is because mapping
quality imagery is generally more readily obtained from aerial
photos than from EO scanners. Because thermal maps must be
generated from aerial TIR systems, airborne scanner geometric
correction will be briefly treated, with the treatment being equally
applicable at any wavelength. Geometric distortion in airborne
systems can come from any number of sources, but the most
common are associated with aircraft orientation (roll, pitch, and
yaw) and aircraft velocity (v) to altitude (h) mismatch relative
to scan speed (referred to as v/h distortion). Of these systematic
effects, pitch and yaw are generally small, fairly constant, and
easily removed to first order by subsequent registration steps.
The v/h errors result in compression or stretch in the along-track
direction resulting from successive scan lines not projecting to
the ground in exactly unit instantaneous field-of-view incre­
ments. For geometrically correct images to occur, the following
equation must hold:

FIG. 6. Example of the use of correlation for automatic control point se­
lection. (a) is a reflected visible image, (b) is a TIR (8- to 14-fLm) image
of the same area (these images are approximately 85 pixels by 85 pixels
at 2 m/pixel). (c) is the correlation of the search window shown in (a) with
(b) where the correlation at each point is proportional to the brightness
(the search window is shown in (b) for reference), (d) and (e) are the
gradient images of (a) and (b), respectively, and (1) is the correlation of
the search window in (d) with (e). Note that the brightness in (c) has been
greatly enhanced so that the low correlation values can be observed. The
peak correlation value in (c) is a low value and at the incorrect location,
whereas the peak correlation value in (1) is high and correctly located in
the center of the window as highlighted by the arrow.

(4)

0 0 0 0 0 27 38 50 53 90 120 ...
0 0 24 25 27 28 37 51 60 92 118 ...
0 0 0 0 0 0 0 0 0 0 119 ...

a) Roll =f(gyro) =-8 milliradians ;, -3 IFOV's

b) Roll = f(gyro) = 12 milliradians;' 5 IFOV's

Nominal line start
Zero Fill for level platform

• __~A'-__~

Level~Line 1 '

ROlla~L1ne 2

Roll
b
~L1~e 3

FIG. 5. Illustration of how the start of line is advanced or delayed from
the vertical start location for roll in a 2.5-milliradian IFav system. Note:
integer number of pixels are shown here for simplicity (Le., nearest neigh­
bor resampling), other types of resampling (e.g., bilinear or cubic con­
volution) could be used.

diatian equation can be solved by numerical methods to yield
a relationship between effective surface leaving radiance ob­
served in the bandpass and the blackbody equivalent temper­
ature. The relationship between L(O) and temperature is
monotonic, non-linear, and bandpass dependent. NASA (1984)
expresses the relationship between temperature and radiance
in the Landsat 5 TM band 6 bandpass as

T = __K-=.z__

In[~: + 1]
where K, =60.776 mw cm-z sr-' i-Lm-' and Kz = 1260.56 K.

Whole image implementation of these calibration techniques
yield images whose digital counts are simple linear functions
of apparent surface temperature. The image processing tech­
niques employ cascaded look-up tables (LUTs) which can be
implemented serially but are more commonly implemented in
parallel using image processing display devices employing ad­
dressable LUTs. Individual LUTs are shown conceptually in Fig­
ure 4 for clarity. The bottom right quadrant of Figure 4 represents
the relationship between recorded digital count and radiance at
the sensor (or in this case mean spectral radiance at the sensor)
as in Equation 2. The bottom left quadrant represents the re­
lationship between mean spectral radiance at the sensor and
surface-leaving spectral radiance as in Equation 33. The upper
left quadrant represents the relationship between spectral ra­
diance in the bandpass and temperature from Equation 4. Fi­
nally, the upper right quadrant is a convenient linear remapping
from apparent temperature to digital count to fill the dynamic
range of an 8-bit system. In practice, the LUTs shown graphically
in Figure 4 would be cascaded together, and only a single look­
up table operation would be performed to reduce quantization
errors. An important feature to note in Figure 4 is that, although
the transfer curves are drawn as continuous, the input and
output images are discrete (i.e., quantized) and, therefore, the
entire process is discrete. Because the initial quantization is es­
sentially done in radiance space and the output is in tempera­
ture space, the input digital count steps do not correspond to
equal temperature steps across the dynamic range of the final
image. The output images from this process are useful for many
purposes but still contain emissivity effects which mask true
(kinetic) temperature variations. Before considering methods for
processing TIR images to kinetic temperature maps, it is impor­
tant to consider the geometric integrity of the image.

GEOMETRIC CORRECTIONS AND CONTOUR MAPPING
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FIG. 7. Steps followed in generation of an isothermal surface temperature map from a TIR image. (a) is a geometrically and radiometrically corrected
radiance image of a power plant cooling water discharge (black-hot), (b) is an LUT used to generate gray level steps at fixed surface temperature
increments (note how different brightness ranges in the input image map to equal temperature steps in the final image), (c) is the image that results
from passing (a) through the process illustrated in (b) and (d) is the final isothermal map shown at the same scale as the images.

imagery. However, to the extent that the velocity (v) and alti­
tude (h) parameter are known, simple first-order corrections can
be applied to stretch or compress the x axis. Velocity variations
within an image compound this problem significantly and re­
quire piecewise solutions. Roll errors are always present in air­
borne scanner data. While pilots can generally restrict the
variability in pitch and yaw, differential roll within an image,
and even line-to-line, must be expected. In some systems, this
is overcome by mounting the scanner on a gyroscopically sta­
bilized platform within the aircraft. Servos controlled by the
gyroscope keep the scanner platform parallel with the plane of
the Earth while the aircraft, in effect, rolls about the platform.
This approach requires a sizeable investment in equipment and
space (not only for the additional equipment but also to allow
for motion of the scanner within the aircraft). An alternative

method of roll compensation involving image processing is often
employed. In this case, a gyroscope signal proportional to the
amount of roll is recorded along with each line of imagery.
When the image is geometrically corrected, each line is pre­
ceded by zero fill prior to the start of the line. The amount of
roll is computed from the gyroscope signal and divided by the
IFOV of the system. The resulting value defines how many pix­
els to advance or delay the start of each line relative to the
nominal line start location within the zero fill (cf. Figure 5).

The first-order geometric corrections described thus far are
suitable for generation of an image without severe visual geo­
metric distortions. Conventional scaling and rotation methods
would permit the generation of an image in nominally the same
format as a map or another image of the same area. The TIR
image could then be registered to the map or image using man-
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FIG. B. Active and passive imagery acquired in the LWIR spectral region. (a) Active image acquired with a 10.6-i-1m CO2

image. (b) Passive TIR image acquired in the 10- to 10.6-i-1m region. (Imagery courtesy of Don Lowe, ERIM.)

PROCESSING OF MULTIPLE IMAGES

where
T(O) is the apparent temperature [K] associated with the

surface leaving radiance L(O),

using edge-following algorithms to generate final isothermal
maps as illustrated in Figure 7d. The thermal image shown in
Figures 7a and 7c is shown with brightness decreasing with
increasing radiance; thus, the hot water plume is black. The
horizontal white line through the center of the image shows
the aircraft ground track and is removed in the final map mak­
ing. The lower white line through the plume is a boat wake
whose cooling impact is preserved in the final map.

Radiometric calibration using the radiation propagation mod­
eling approach described earlier (e.g., LOWTAN) is often limited
by incomplete knowledge of atmospheric conditions. To over­
come this limitation, numerous "in-scene" techniques have been
developed to attempt to reduce the need for ancillary data (cf.
Schott, 1979; Chedin et aI., 1982; Prabhakara et aI., 1974). One
of these approaches utilizes multiple spectral bands within the
same atmospheric window such as the to 11.3-f.Lm and the 11.5­
to 12.5-f.Lm bands of the NOAA AVHRR sensor. The theory de­
scribed in detail by Prabhakara et al. (1974) and McMillan (1975)
is based on the differential extinction in the two bands. Under
conditions when the assumptions associated with the technique
hold (clear atmospheres, equal apparent radiometric tempera­
tures for the atmosphere in the two bands, significantly differ­
ent extinction cross section, and modest temperature ranges)
the surface temperature on a pixel-by-pixel basis can be ex­
pressed as

(7)
T j - RTz

T(O) - 1 - R

ually selected control points and resampling techniques. Image­
to-image registration (TIR to TIR and TIR to reflected visible or
infrared) is highly desirable for TIR image analysis, and auto­
mated control point selection would greatly facilitate this process.
Schowengerdt (1983) describes how images that have been geo­
metrically corrected to first order (e.g., v/h, roll, scale, and ro­
tation for a TIR image) and resampled can be registered to similar
images using correlation techniques for automated control point
selection. However, automated registration of TIR images with
other images using conventional brightness correlation meth­
ods is generally not possible. This is due to the lack of consistent
brightness correlation between self-emitted images acquired at
different times of the day or between TIR images and visible or
near infrared images. It is possible to overcome this limitation
by using correlation techniques on edge information derived
from each image (e.g., gradient images). The gradient image,
G, can be defined (d. Gonzalez and Wintz, 1987) as

G(x,y) = II(x,y)vI(x+ 1,y) I + II(x,y) - I(x,y+ 1)1 (6)

where I is the original image brightness value and x and y define
pixel coordinates. An example of this approach is shown in
Figure 6.

One of the motivations for geometric correction of TIR images
is to facilitate the generation of isothermal maps. Isothermal
maps are often used to monitor power plant cooling water dis­
charges where permit regulations are often expressed in terms
of surface areas which cannot be raised more than some number
of degrees above ambient. It is important, therefore, that both
the image geometry and radiometry be correct. Contour (iso­
thermal) mapping is performed by passing a geometrically and
radiometrically corrected image (cf. Figure 7a) through a stepped
look-up table as illustrated in Figure 7b. The brightness steps
in the image (cf. Figure 7c) are then mapped either manually or
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FIG. 9. (a) Thermal-inertia image of Pisgah Crater and surroundings made from 1977 aircraft
scanner data. Image covers 18-by 20-km area (from Kahle, 1982); (b) sketch map of interpreted
distribution of geologic units at Pisgah Crater. Note separation of "aa" lava from main basalt flow.
(From kahle, 1982) [reproduced from Short and Stuart, 1982J

T1 and Tz are the apparent temperatures [K] observed by
the sensor in band 1 and band 2 respectively, and

R is the ratio of the extinction cross sections in band 1 to
the extinction cross-section in band 2.

Using the point processing techniques described earlier, ap­
parent temperature images (T, and Tz) can be generated for each
of the two registered bands. This involves the steps shown in

Figure 4 with step 4b omitted. Equation 7 can then be easily
implemented serially or in parallel because it only involves mul­
tiplication by constants and simple image differences. In cases
where image noise is significant, modified versions of this tech­
nique can be employed on large regions of uniform temperature
where pixel averaging will reduce noise and improve estimates
of T, and Tz. After solving for the ground leaving radiance (from
T(O) values) for several areas of different radiance, Equation 3
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PLATE 1. IHS display of combined Landsat MSS data and HCMM TIR data. The MSS image is displayed as intensity, HCMM night IR is hue and HCMM
and IR is saturation. (The scene of Morocco was produced by Haydn (1982) and was reproduced from Short and Stuart (1982.)

can be solved for either band by regression and the LUT ap­
proach described earlier can be used on that band to generate
apparent surface temperature images.

In many cases the radiometric, or apparent temperature, im­
ages described to this point are inadequate and true or kinetic
temperature images are required. This requires the generation
of an emissivity map in geometric registration with the imaged
area. Depending on the scale of the imagery, this map might
be generated from land-cover maps, engineering drawings, or
some other ancillary source of material type. The emissivity
map would be generated by assigning tabulated emissivity val­
ues to each material in the map. In many cases the following
approximation is used. First, a surface leaving radiance image
is generated using the LUT approach described above. Then, if

the downwelled radiance is assumed small and/or the emissiv­
ities quite high, the following assumption can be made:

(8)

The blackbody equivalent surface radiance can, therefore, be
obtained by dividing the emissivity map (image) into the surface
radiance image. The resulting blackbody radiance (LT ) image
can then be transformed into a kinetic temperature image using
the LUT techniques described previously. More accurate results
can be obtained if Ld values are known by multiplying a reflec­
tivity map (r = 1 - E) by the downwelled radiance value, sub­
tracting the resulting image from the surface leaving radiance
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where
NC is a scale factor,
a is the surface albedo, and
L1Tis the day-night temperature difference.

Under certain circumstances, ATl is highly correlated with the
actual thermal inertia which measures a material's resistance to
changes in temperature when subjected to thermal loads. The
thermal inertia (TI) is defined as

Several methods have been suggested for generation of the
emissivity maps. Salvaggio and Schott (1988) used multispectral
classification of TM data to generate land-cover maps. Each land
cover was then assigned an emissivity, creating an emissivity
map, and the TM thermal channel was analyzed using the pro­
cedure described above to generate a kinetic temperature im­
age. Lowe (1978) proposed an alternative approach using
simultaneously acquired active and passive imagery in the LWIR
region. In the active case a 10.6-~m CO2 laser is used with an
airborne line scanner to illuminate the area scanned generating
a reflected image. Simultaneously, a conventional TIR image is
acquired in the 10 to 12.6 ~m bandpass by a second aerial line
scanner (cf. Figure 8). If the emissivity (reflectivity) is assumed
constant over the bandpass, then the brightness in the active
image is proportional to the reflectivity and can be calibrated
(in Lowe's case, using ground truth) to generate an emissivity
and/or reflectivity map. Once the passive and active images are
registered, the analytical approach described above can be used
to generate kinetic temperature images. This approach has the
distinct advantage of directly accounting for emissivity varia­
tions both between and within material classes. Lowe points
out, however, that spectral variation in emissivity values is not
uncommon and caution must be taken in using a narrow band
(10.6-~m) reflectivity as indicative of a bandpass (10- to 12.6­
~m) value. In particular, strong differential absorption is com­
mon for road and building materials due to quartz reststrahlen
in the LWIR region.

Day-night radiance or temperature difference images have
been used by several investigators as a means of studying ma­
terial properties that are associated with differential thermal
properties. Moore (1982), for example, suggested that the amount
of water present in surface soils should influence the day-night
temperature difference, with moist soils showing smaller changes
due to their higher heat capacity. Also, the high latent heat of
evaporation tends to keep moist soils cool during the daytime.
The Heat Capacity Mapping Mission (HCMM) sensor was de­
signed to study just this type of problem with TIR data collected
approximately 12 hours apart near the extremes of the diurnal
heating and cooling cycle. Registered day-night TIR images from
the HCMM sensor could be differenced and the image data cor­
related with field soil moisture studies. Moore reports strong
correlation between HCMM derived data and soil moisture but
stresses the need for additional corrections associated with crop
canopy coverage.

Other HCMM users have employed a term called the apparent
thermal inertia (ATI) to study important thermal properties of
materials (cf. HCMM User's Guide). The ATI value is defined as

(a)

(b)

PLATE 2. (a) IHS temperature image of Rochester, New York, with hue
proportional to kinetic temperature derived from Landsat TM and intensity
proportional to SPOT panchromatic brightness. Blue is cold with green
through red indicating increasing temperature. (b) is an enhanced version
of the TM TIR image used to generate (a). Note the dramatic increase in
the thermal and spatial interpretability of (a). The airport and residential
street patterns are clearly visible.

AT! = NC(l-a)/LlT

TI = VkPC

(10)

(11)

image and then dividing by the emissivity map (cf. Salvaggio
and Schott, 1988); i.e.,

L(O) - rLd

E
(9)

where
k is the thermal conductivity,
r is the density, and
c is the specific heat.

Thus, according to Equation 10, highly absorbing objects (low
albedo) exhibiting small day-night temperature differences would
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FIG. 10. Illustration of the intensity, hue,
and saturation (IHS) color space. The
vector shown would be pastel yellow
(red-green) of medium brightness.

have the highest ATI values, indicating that little temperature
change occurred even though thermal loading levels were very
high. Thermal inertia varies significantly for various rock types
(cf. Reeves, 1975), and ATI measurements have been most ex­
tensively used in geologic studies (cf. Kahle, 1982; Watson, 1982).
In fact, Price (1985) points out that ATI is only correlated with
TI under restricted circumstances such as the dry exposed areas
often of interest for geologic studies.

Kahle (1982) generated ATI images by first calibrating HCMM
day-night registered TIR images to surface temperature using
atmospheric propagation models. The surface albedo values were
generated from daytime HCMM images acquired in the 0.56- to
1.04-~m spectral band. The brightness in this visible-near in­
frared (VIS-NIR) band is proportional to albedo, and the propor­
tionality constant can be estimated (ignoring atmospheric effects)
from data supplied in the HCMM Users Guide. The resulting reg­
istered albedo and temperature images can be processed serially
or in parallel using Equation 10 to yield an ATI image, i.e., an
image whose brightness is proportional to AT!. Kahle (cf. Figure
9) indicates that brightness variations in the resultant images
can contribute substantially to the mapping of significant geo­
logical units.

Improvements in detector technology have led the way to
new sensors capable of acquiring multispectral TIR data (Le.,
TIR images in many narrow spectral bands, often within the
same atmospheric window). Kahle and Goetz (1983) describe
the thermal infrared multispectral scanner (TIMS) and its utility
in studying geologic features (cf. Table 1). In earlier work Kahle
et al. (1980) had reported on techniques for processing multis­
pectral LWIR imagery. They indicated that the various spectral
bands in the 8- to 14-~m atmospheric window were all highly
correlated because the image brightness in each band was pre­
dominately a function of temperature, as described by Equation
1. In order to generate decorrelated data, a principal compo­
nents analysis was performed (cf. Schowengerdt, 1983). The
first principal component image was very highly correlated with
temperature but the remaining principal component images were
highly decorrelated with temperature. In fact, Kahle et al. (1980)
suggest that variations in these higher order principal compo­
nent images are largely a function of emissivity variations driven
by material type changes in the image. Thus, principle com­
ponent image processing techniques or variations suggested by
Kahle et al. (1980) can be used to extract additional information
about geologic structure. In this instance, the TIR multispectral
data are being processed to remove thermal effects so that spec­
tral variations in emissivity indicative of different rock types
can be more clearly studied.

DISPLAY OF TIR IMAGES

Most users will be familiar with isothermal mapping, and
color coding by brightness (temperature) level to display TIR
images. However, in addition to these conventional techniques,
numerous exotic methods have been developed to display TIR
data with the goal of providing more information to the user in
an interpretable manner. Kahle (1982) used an approach in­
volving HCMM TIR day-night and VIS-NIR images displayed si­
multaneously using the red, green, and blue channels of a color
display. In all cases, the compliment or brightness inverse val­
ues (Le., bright maps to dark and vice versa) were used with
VIS-NIR data driving the green channel, day-IR the blue channel,
and night-IR the red channel. Kahle indicates that the resulting
display can be useful to help delineate rock formations, but
cautions that unique separation of geologic features is often not
possible by this approach alone. Haydn (1982) utilized the in­
tensity hue and saturation (IHS) color space to display the same
information. The IHS space is intended to be more directly aimed
at visually perceived dimensions than conventional RGB color
space (cJ. Conrac Corporation, 1985). In the IHS color space il­
lustrated in Figure 10, intensity corresponds to visually per­
ceived brightness, hue to the dominant color or wavelength,
and saturation to the purity of the color (i.e., unsaturated colors
move towards pastels and eventually white). Haydn displayed
registered HCMM VIS-NIR as intensity, HCMM night IR as hue,
and HCMM day IR as saturation. He found that the resulting
displays were useful in helping to delineate geological forma­
tions. By registering higher resolution Landsat MSS data (80m/
pixel) to the HCMM TIR data (600m/pixel) and replacing the HCMM
VIS-NIR image with the Landsat image in the IHS display, much
higher apparent spatial detail was achieved, yielding more in­
terpretable results. Indeed, the resulting displays carried all the
same thermal data but had dramatically improved spatial detail.
(cf. Plate 1).

Salvaggio and Schott (1988) have also used the IHS color space
to display TIR data. In this case, a kinetic temperature image
was generated using the point processing methods described
above, including corrections for emissivity effects and reflected
downwelled radiance (cJ. Equation 9). The surface radiance im­
age L(O) was generated for 120-m pixels by analysis of the TIR
band of the Landsat TM using LOWTRAN derived values for T

and L". This image was pixel replicated to generate 16 pixels on
30-metre centers for each 120-m pixel. The VIS-NIR channels of
the TM were used to generate a land-cover map using super­
vised gaussian maximum likelihood techniques. Each land-cover
type was then assigned an emissivity value resulting in a 30m/
pixel emissivity image. This image was combined with the sur­
face radiance image, and a downwelled radiance value (Ld) was
obtained from LOWTRAN to yield a blackbody radiance image L,
at simulated spot size of 30m/pixel. The blackbody radiance
image was corrected to a kinetic temperature image using the
steps illustrated in Figure 4. A SPOT 10 m panchromatic image
was registered with the TM scene. The data were then displayed
using the IHS color space with the SPOT 10-m data as intensity,
the temperature image as hue, and the saturation fixed at max­
imum. The resultant images are more readily interpreted due
to the improved spatial detail and clearly interpretable thermal
patterns (cf. Plate 2).

SUMMARY

Numerous image processing techniques have been utilized
to process TIR images. The point processing techniques de­
scribed here have been extensively used to radiometrically cor­
rect TIR images to temperature space. When these point
processing methods are coupled with geometric correction tech­
niques, they can be used to generate spatially and radiometri­
cally accurate isothermal maps. In addition to the cooling water
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temperature mapping applications presented here, isothermal
mapping has also been used to study a variety of phenomena
where temperature patterns are important. Schott and Schim­
minger (1982) used this approach to map the thermal bar pat­
tern in the Great Lakes. Schott and Schimminger (1982) and
Carlson (1982) also employed this approach to study the urban
heat island phenomena.

The rapidly expanding capabilities of computers and parallel
image processing systems has led to a significant increase in
the use of techniques involving multiple images for analysis of
TIR images. The techniques described here for enhanced radio­
metric calibration, analysis, and display have become practical
due to the increased speed and flexibility of image processing
systems. As these capabilities continue to expand more and
more, TIR image processing is likely to involve analysis of mul­
tiple image and multiple sensor data sets. These image process­
ing techniques should allow more detailed spatial and radiometric
assessment of thermodynamic phenomena and a better under­
standing of thermally driven earth resource phenomena.
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