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ABSTRACT: Digital elevation models (DEMS) are computer representations of a portion of the land surface. The elevations 
recorded in the DEM are not, however, without error, and the United States Geological Survey (USGS) publish a root- 
mean-squared error (RMSE) for each D m .  The research reported here examines how that error propagates into derivative 
products resulting from geographic information system (GIS)-type operations. One product from a DEM, the focus of 
this paper, is the viewshed. The viewshed is the area observable from a viewing location versus that which is invisible. 
In this research repeated error fields with varying parameters are added to the original DEM, and the viewshed is 
determined in the resulting noisy DEM. Results show that the area of the viewshed calculated in the original DEM may 
significantly overestimate the viewshed area. 

INTRODUCTION 

E RROR IS INHERENT IN MOST GEOGRAPHIC DATABASES (Good- 
child and Gopal, 1989), and some research has examined 

how that error propagates into derivative products resulting 
from transformations of the database in a geographic informa- 
tion system. Most research has concentrated on error propa- 
gation in the map overlay operation (MacDougall, 1975; 
Newcomer and Szajgin, 1984; Vitek et al., 1984; Walsh et al., 
1987; Chrisman, 1989; Maffini et al., 1989; Veregin, 1989), but 
numerous other operations exist in the GIs toolbox. Some first 
experiments in studying the propagation of error from a digital 
elevation model (Dm) into the derivative product showing vis- 
ible locations, sometimes known as a viewshed, are reported 
here (see also Felleman and Griffin (1990) and Fisher (1990)). 

After discussing the viewshed operation, and the nature of 
error in DEM data, the general methodology of simulating error 
is discussed. This is followed by the use of the method in as- 
sessing the accuracy of viewsheds. 

THE VIEWSHED 

In many GIs the viewshed operation is a standard function. 
The basic algorithm used in estabIishing the viewshed deter- 
mines whether two points are intervisible, where one point is 
a viewing location or viewpoint and the other is a target which 
may be within the viewshed (Figure 1; Travis et al., 1975; Aron- 
off, 1989). If any land or object rises above the Line of sight 
between the two points, then the target location is not within 
the viewshed of the viewing location; if no land rises above the 
line of sight, then the target is within the viewshed. In estab- 
lishing the viewshed, either all possible targets in the area of 
database (Clarke, 1990), or only those within some constrained 
portion of the area, may be considered (Travis et al., 1975; Aron- 
off, 1989). The actual algorithm depends on the methods of 
storage of the DEM as either a triangulated irregular network 
(DeFloriani et al., 1986) or a grid (Anderson, 1982), and even 
within any one data structure multiple algorithms may exist 
(Sutherland et al., 1974). Felleman and Griffin (1990) have com- 
pared the output of four different GIS-based implementations 
of the viewshed operation, and show that the viewsheds delim- 
ited may be very different. 

The viewshed operation itself has numerous applications. 
Specifically, it is used for assessing the visual impact of con- 
struction projects, by finding the areas from which those de- 

*~&sent l~  with the Department of Geography, University of Leices- 
ter, Leicester, LEI 7RH, England. 

FIG. 1. The basic algorithm for finding the viewshed estab- 
lishes whether one location is visible from another, given the 
elevations of the intervening land and the height of the ob- 
server above the ground. Thus, with respect to the observer 
at the Viewpoint, the Line of Sight (LoS 1) to Target T I  is not 
broken by the landsurface, but Line of Sight 2 is, and so 
Target 1 is within the viewshed, but Target 2 is not. Indeed, 
all the landsurface shaded is outside of the Viewshed of the 
observer. Various complexities can be added, including d a  
viations in the tine of Sight, the curvature of the Earth, and 
the height of cultural and vegetation features above the land 
surface. 

velopments are visible, and, at the planning stage, by identifying 
least visible routes and locations for the construction. It is es- 
sential in locating observation posts such as forest-fire obser- 
vation towers (Travis et al., 1975). It is also used extensively in 
landscape planning and architecture to define areas of both lim- 
ited and open views. In the military domain it is used for plan- 
ning least visible troop movements, and for locating radar systems 
for maximum visibility into the surrounding terrain. In all of 
these applications, knowing the reliability of the locations iden- 
tified as being within and without the viewshed would greatly 
enhance the effectiveness of the viewshed product (Aronoff, 
1989; Burrough, 1986; Star and Estes, 1990; Tornlin 1990). 

ERROR IN DEMs 

Digital elevation models may be derived from a number of 
different sources, and stored in either of two formats. DEM data 
are derived by one of two major methods: direct photogram- 
metry from aerial photographs, or digitizing from contour maps 
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(Aronoff, 1989). Recently the stereo viewing capability of the 
SPOT satellite has enabled direct DFM derivation from that im- 
agery (Swann et al., 1988). 

In any particular digital elevation model (DEM) any particular 
point may not actually be at the elevation recorded for it, and 
the sources of this error may be multitudinous. Sources of in- 
accuracy include the original survey by field workers or pho- 
togrammetrists, the expertise of the cartographer who generated 
the map, and of the digitizer-operator who converted it, or, if 
generated directly from aerial photographs, again of the pho- 
togrammetrist. The error may be caused by faulty equipment, 
fluctuating power supply, precision of the data format, poor 
interpolation, or human problems. 

The major sources of DEM data for the United States are the 
U.S. Geological Survey (USGs) and the Defense Mapping Agency. 
Two gridded DM products are available, depending on the size 
of the grid: either 30 m or 3 arc seconds. Both USGS DEM prod- 
ucts are in the same general format, and the User's Guide spec- 
ifies that the root-mean-squared error (RMSE) should be published 
with all data (USGS, 1987). The RMSE for any one DEM is based 
on a comparison between the elevations of at least 20 locations 
on the map, and their elevations recorded in the database. In 
addition, it should be noted that most USGS source maps are 
commonly stated as conforming to National Map Accuracy 
Standards, which themselves state that "at no more than 10 
percent of the elevations tested will contours be in error by more 
than one half the contour interval," as established by compar- 
ison with survey data (Thompson, 1988). In generating a D m  
from a map by digitizing, therefore, at least three stages are 
present when error may be introduced: map compilation, DEM 
generation from the map, and comparison of DEM elevations 
with map elevations. The last of these and a combination of the 
first two also occur if the DEM is generated directly by photo- 
grammetry. 

Caruso (1987) and Carter (1989) identify a number of different 
types of error in gridded Dms, although they present alterna- 
tive taxonomies. Carter (1989) defines "relative" and "global" 
error, where the former refers to generally single values being 
inconsistent with their neighbors, while global errors are whole 
blocks of cells which are found to be in error. These broadly 
correspond to the "randomf' and "systematic" errors identified 
by Caruso (1987) who also identified more massive "blunders" 
which, he states, rarely get into a published D M .  

Stereo imagery from SPOT Image Corp. is now capable of 
supporting generation of a DEM as a standard product on a 10- 
m grid (Gugan and Dowman, 1988). Studies have shown the 
error in these products to be less than 10m RMSE in all three 
dimensions (Swann et al., 1988). 

Error in DEMs is then widely acknowledged, and has been 
the subject of some study, which has concentrated, however, 
on the nature and description of the error, rather than its prop- 
agation into derivative products. Felleman and Griffin (1990) 
have compared implementations of the viewshed operation, and 
simulated error in the DEM before calculating the viewshed, 
using a method similar to that reported here. They examined 
three viewpoints in two test areas for each of which ten error 
simulations were run. Results were only reported for one test 
location, however. 

METHOD 

MONTE CARLO TESTING 

A Monte Carlo simulation and testing approach is taken to - - -  
studying the propagation of D m  error. In this approach, a num- 
ber of randomizing: models of how error occurs are established 
and then coded a; computer procedures. The resulting com- 
puter program may be used to generate multiple realizations of 

the random process. Many workers have used the original data 
in combination with the realizations to establish the statistical 
significance of the original data with respect to the random 
process (Besag and Diggle, 1977). Thus, Openshaw et al. (1987) 
were able to locate two significant clusters of incidents of child- 
hood leukemia in northern England by analyzing 499 realiza- 
tions of the random process. Hope (1968) has shown that only 
19 realizations are necessary to yield a statistically useful result 
at the 0.05 significance level (see also Ripley, 1987). 

How the error is distributed across the area of any one DEM 
is currently unknown, and factors that may affect the distri- 
bution of error are largely unresearched. The inference of the 
error reporting used by the usGs is that the error at any point 
occurs independently of that at any other point (i.e., the error 
is not spatially autocorrelated), and some independent or ran- 
dom errors are established in the literature (Caruso, 1987; Carter, 
1989; Hutchinson, 1989). Therefore, the following algorithm was 
implemented: 

(1) Define a standard deviation of a normal distribution (S = RMSE); 
(2) Read OriginLValue for the current cell: 

(a) Using the Box-Muller (or some other) algorithm, generate a 
random number drawn from a normal distribution with mean 
= 0 and standard deviation = S; 

@) Add the random number to the Originalvalue for the 
current cell, to give the New-Value; 

(3) Repeat step (2) for all cells in the MapFi l e .  

This assumes that the RMsE is equivalent to the standard de- 
viation of a normal distribution (Caruso, 1987). In the absence 
of any other information on error structure, this may not be 
unreasonable, but the error term could actually be drawn from 
some other distribution, and that distribution may vary from 
D m  to DM, and even within a ~ m .  

The assumption of independence implied by the USGS error 
reporting is likely to contribute only a small portion of the error 
(Caruso, 1987; Carter, 1989). High spatial autocorrelation is 
probably present, and banding can often be seen in the DEM 
data. To accommodate the occurrence of spatial autocorrelation, 
a version of the algorithm given by Goodchild (1980) was im- 
plemented, using Moran's I to measure the autocorrelation 
(Goodchild 1986; Griffith 1987). It works as follows: 

(1) Define a target autocorrelation (I,) and a standard deviation of a 
normal distniution (S = RMSE); 

(2) For each cell in the DEM, generate a random value with a normal 
distribution with mean = 0 and standard deviation = S; 

(3) Calculate the spatial autocorrelation of the field (I,); 
(4) Randomly identify two cells in the DEM. 

(a) Swap the values in the two cells; 
(b) Calculate the new spatial autocorrelation (13; 
(c) IF I, and I, > I, > I, THEN retain the swap, and I, = I, 

OR 
IF I, < I, AND I, C I, THEN retain the swap, and 1, = I, 
ELSE swap the two cells back to their original values; 

(5) Repeat step (4) until (I,-I,) is within some threshold. 
(6) For each cell in the original DEM, add the value in the corre- 

sponding autocorrelated field. 

This algorithm is simple and can be made computationally ef- 
ficient. It has been criticized, however, by Haining et al. (1983) 
for not allowing any control over the resulting structure in the 
autocorrelated values. Those criticisms relate to a context where 
multivariate attributes of polygons are being explored; that is 
not the case here. 

A 200- by 200-cell subset of the USGS Prentiss, North Carolina, 
7.5-minute DEM was acquired covering the Coweeta Experi- 
mental Watershed (Figure 2). This DEM has been the subject of 



considerable research on DEM products (Band, 1986, Lammers periments discussed, four different approaches to perturbing 
and Band, 1990). Within the area of the DEM, two test viewing the surface of the original DEM were used: 
locations (viewpoints) were arbitrarily identified, one near an . The first algorithm was applied exady as stated, with variable 
interfluve (Point 1) and one in a valley bottom (Point 2). RMSE (S = 2, 7 ,  and 10; I = 0); 

The DEM was read into a format compatible with Idrisi (East- Only a randomly selected 50 percent of the map area had a noise 
man, 1989), and all further processing was done with either term added, without autocorrelation (S = 7); 
Idrisi modules or with implementations of the above algorithms The elevation of the viewpoint was held constant, while the re- 
written by the author. The VIEWSHED module of the Idrisi pack- mainder of the area was perturbed (S = 7,  I = 0); and 
age is ~ ~ c i a l  to the research reported here, and so some simple The second algorithm was applied to yield noise terms (S = 7 
test situations were established to examine the veracity of the and I, = 0.7 and 0.9). 

viewable area calculated by that module. In every test, the mod- Note: I and S are parameters used in algorithms for perturbing 
ule performed satisfactorily. The random number generator used the original DEM surface. 
in programming the algorithms was also tested because, like all In each experiment, 19 realizations of the perturbation process 
such implementations, it is actually only a pseudo-random were generated, so that the following h+thesis might be tested, 
number generator (Ripley, 1986). The generator included with with p = 0.05, and using the area of the viewshed as a summary 
Turbo Pascal 5.5 was used here. The runs test was used to check value: 
for serial autocorrelation, the chi-squared test was used to check Ho : the viewshed area in the original is not a member of the 
for the uniform distniution, and serial autocorrelation was tested set of viewshed areas in elevation models generated by the 
for all lags to check for cycling in the generator. The generator algorithm listed above; and 
performed satisfactorily for all cases when number sequences HI : the viewshed area in the on@ DEM is a member of the set of 
up to 10,000 long were tested (corresponding to the 100 by 100 viewshed areas in elevation models generated by the algorithm 
array used in the generation of autocorrelation). listed above. 

The purpose in adding error is to examine the consequence I, the original DEM and in each realization, the viewsheds of 
of that error on the viewshed area found by the GIs function; it the ~0 test locations were calculated from the approximate eye- 
is not to explore the actual accuracy of the viewshed from the height of an individual, 2 m above the ground, and within the 
viewing point, as compared with the viewshed in the field. approximate near-view to 1000 m away from the viewing 10- 
Therefore, the starting assumption of this research is that the cation (Figure 21, and the elevation of the viewpoint recorded 
published DEM is accurate, and that the viewshed found in the together with the m-um and elevations within 
original DEM is the true viewshed. 1000 m of the view point (giving a measure of relative relief), 

The published RMSE for the Prentiss DEM is 7m. In the ex- and the area of the viewshed. The average of the elevations 
within lOOOm of the viewpoint was also recorded, but they are 
not reported because values were found to be identical in sim- 
ulations and the original for any parti& viewing point. 

Point I RESULTS 

All sets of realizations of the random process are summarized 
in Table 1. For cases in Table 1 with variable RMSE but zero 
autocorrelation, the elevation of the viewpoint in the simula- 
tions spread around the actual elevations in the original data, 
as should be expected from the algorithm. This is the only col- 
umn in the table which reports the elevation at a single point 

TAELE 1 .  SUMMARY OF VIEWSHEDS FOR THE 19 ~ ~ T I o N S  OF 
ELEVATIONS IN A 100 BY 100 SUBSET OF 30-M DEM DATA FOR THE 

COWEETA WATERSHED, N.C. 

View point Maximum Minimum Viewshed Signific- 
Elevation (m) within (m) Area ance 
(metres) 1000rr. (cells) level 

Point 1 1440 1549 1098 1275 

RMSE = 7m 1429-1460 1549-1564 1087-1098 284-1544 0.1 

RMSE = 2m 1437-1447 1547-1551 1095-1101 990-1633 0 4  
W E  = lOm 1425-1451 1549-1574 1081-1098 139-1131 0.05 
C=50% 1427-1444 1549-1558 1083-1099 323-1283 0.1 
Constant 1440 1549-1564 1087-1098 440- 993 0.05 
I=0.7 1426-1460 1544-1562 1083-1105 357-1431 0.2 
I=0.9 1428-1451 15121569 1079-1113 958-1419 0.25 -- - 
Point 2 694 985 671 1545 

RMSE=7m 678-706 911-1001 653-671 23-1742 0.1 

RMSE=2m 688-697 982-987 667-671 783-1539 0.05 
Point 2 RMSE = 10m 687-714 984-1014 646-671 108-1355 0.05 

Re. 2. Shaded map of elevations in the 200 by 200 portion of the Prentiss C=50% 683-705 980- 994 652667 367-1557 0.1 
DEM used here. The lwo test locations used In this study are shown. F:rF 694 911-1001 653-671 535- 933 0.05 
together with the area used for viewshed testing, up to l00Om away from 686-707 976-995 654668 6581481 0.05 

each. 1 ~ 0 . 9  669-706 977-995 650-670 673-1703 0.2 

THE ACCURACY OF THE VIEWSHED AREA 
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in all simulations, and so values are directly comparable. The 
maximum and minimum elevations of the simulated surfaces 
within 1000 m of the viewpoint also spread around the actual 
values, although in some cases the values are skewed (e-g., for 
RMSE = 10m, the view point elevation is from 687 to 714x11, being 
a higher minimum than for realizations with RMSE=7m), as 
again might be expected with only 19 realizations. These ob- 
servations confirm that the algorithm implemented performs 
the simulations as desired. The simulation results relating to 
variable spatial autocorrelation use elevations that are no longer 
truly random, and so further skewing can be observed in these. 
The area of the viewshed calculated for each realization is also 
presented in Table 1, together with the significance level of the 
area in the original DEM, compared with the simulations. 

When the viewshed area is calculated for the randomized 
noise over the whole area with variable RMSE (standard devia- 
tion), in three out of the six instances presented the area in the 
original DEM exceeds the area in any of the 19 simulations, and 
in two of the remaining three sets of simulations it is the second 
largest. Therefore, the null hypothesis may be rejected at p=0.05 
in three instances, and p=0.1 in two. In only the case of Point 
1 with an RMSE of 2m is the area in the original even approxi- 
mately at the middle of the distribution, and even in that group 
it is higher than the median for the simulations. 

When only 50 percent of the DEM area has random noise 
added (C =50 percent, Table I), as opposed to 100 percent of 
the area, the actual viewshed area is the second largest value 
in the two new results presented, and so the null hypothesis 
may only be rejected at p=0.1. With the viewpoint elevation 
held constant (Constant, Table I), the area of the viewshed in 
the original DEM is the largest by a considerable amount, and 
so the null hypothesis is rejected with a significance level of 
0.05 for both test points. 

Applying spatial autocorrelation to the noise added to the 
original DEM shows that the viewshed area from the original 
DEM is in cases larger than the median value for those DEM 
with simulated noise added. In only one case is the original 
value larger than all realizations, however. Less extreme results 
are common, with significance levels of 0.2 and 0.25 occurring 
in three of the four sets of new results. 

To explore further the relationships of the various parameters 
given in Table 1, correlation matrices were calculated (Table 2) 
and stepwise multiple regressions were conducted, taking the 

TA~LE 2. CORRELATIONS OF VIEWSHED AREAS AND ELEVATIONS 
RECORDED IN THE AREA OF ME VIEWSHED. 

View point Maximum Minimum 
Elevation within 1000 m 

Point 1 
RMSE = 7m 0.844 -0.400 - 0.054 
RMSE = 21x1 0.923 0.478 -0.311 
RMSE = 1Om 0.835 - 0.150 0.m 
C=50% 0.907 0.078 0.082 
Constant d a  - 0.623 0.495 
1-0.7 0.807 -0.113 0.397 
1-0.9 0.448 0.198 0.175 

Point 2 
RMSE = 7m 0.777 - 0.200 0.285 

RMSE = 2m 0.839 -0.050 0.198 
RMSE = 10m 0,804 0.236 0.185 
C 5 50% 0.848 -0.182 0.419 
Constant nla -0.082 0.451 
1~0.7 0.794 0.374 0.387 
1=0.9 0.730 0.219 0.498 

viewshed area as the dependent variable and the viewpoint 
elevation and the maximum and minimum elevations within 
lOOOm as the independent variables. Only the elevation of the 
viewpoint was found to have any predictive power in deter- 
mining the area of the viewshed. 

Figures 3 to 6 show this relationship. In all, it is possible to 
see the ordering of viewshed areas, yielding the significance 
values reported in Table 1. The usually strong linear relation- 
ship between the two variables plotted can also be seen, with 
only a single outlier in one graph (Figure 3, Point 2), and a 
more dispersed scatter in another (Figure 6, Point 1, Z=0.9). 
This last scattergram shows a fundamental change in the effect 
of the error with highly autocorrelated noise, a consequence 
that will be the subject of future investigation. The plotted point 
representing the original viewshed, in almost all cases, is ap- 
parently not part of the distriiution plotted, being invariably to 
the bottom right of the general linear trend of the relationship 
(Figures 3 to 6). 

In examining the case where the viewpoint elevation is held 

FIG. 3. Scattergrams of viewpoint elevation versus viewshed area for the two test locations when the 
noise has the parameters reported by the USGS, and inferred from the User's Guide: RMSE 7 and 
autocorrelation 0. 
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FIG. 4. Scattergrams of viewpoint elevation versus viewshed area for the two test locations when the 
noise has RMsE 10 and 2 but autocorrelation 0. 
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I 
Point 1 + Randomized OEMs Point 2 

o Original DEM 

I 
Root Mean Square Error = 7. Autocorrelotion. I = 0.9 

1455 - 710 - 
+ .- 
0 1450 - + + 
a 700 - 
9 1445- 

a 690 
- 

5 1440- - 
660 - 

5 1435- .- 
." 

> 4 1430- 
+ + 670 - + 

+ 
1425 I I I 1 660 I I I I 

800 1OW 1200 1400 1600 400 800 1200 1800 2000 

Root Mean Square Error = 7, Autocorrelation, I = 0.7 

1460- + 712- 
." .- + 
a + 

1450 - + + 704 - C 
5 

++ + + 
a 

+ *+ 
5 1440- 0 - 686 - 

+ + +  
C .- 
." + +++ 

+ 686 - i 1450- + 
lii + 

1420 I I 680 I I I I 
0 *W 600 1'200 1& 400 800 1200 1600 2000 

Area of the Viewshed Area of the Viewshed 

FIG. 6. Scattergrams of viewpoint elevation versus viewshed area for the two test locations when the 
noise has RMSE 7 (as published) and autocorrelation 0.7 and 0.9. 

area from a particular viewpoint in a DEM known to contain 
error. Furthermore, that bias seems to lead to the area of the 
viewshed calculated in the original DEM being larger than the 
viewshed when error, generated by any of the four methods 
used here, is added to the original surface. Indeed, it is possible 
to state that in six out of the 14 different cases presented, the 
viewshed area in the original DEM is significantly different from 
those in the realizations of the random process at the 0.05 sig- 
nificance level (a level that is usually considered significant), 
and in four other cases it is at the 0.1 level (which is not usually 
significant but is indicative). 

Only limited results are presented here, but there is an in- 
dication that for at least one viewpoint the viewshed calculated 
in the original DEM is more representative when the RMSE is 
smaller. Similarly, as the spatial autocorrelation in the pertur- 
bation increases, so it seems the viewshed in the original DEM 
is more representative (Table 1). 

The strong positive correlation between viewshed area and 
elevation of the viewpoint suggests that as that elevation rises 
the visible area increases, and vice versa. This effect, however, 
does not explain the full variability (r2 varies from 0.85 to 0.53 
and 0.20 in one extreme case; see Table 2), and when the view- 
point elevation is held constant the same general phenomenon 
is visible, although the range of viewshed areas is reduced (Ta- 
ble I), and only the maximum elevation within the viewshed 
of one location has any predictive power over the viewshed 
area. 

The remaining effect must be due in part to the alternating 
consequence of raising or lowering elements of the landscape 
according to the error term modeled. EIevations that are within 

the original viewshed, and are raised, will cut other areas from 
view, while those that are lowered do not necessarily open 
others to being visible. The full result of this can be seen when 
the viewpoint elevation is held constant, and the original view- 
able area is larger than in all simulations by a larger margin 
than in any other set of simulations (Table 1). Indeed, the sig- 
nificant correlation of the maximum elevation in the viewshed 
to the area of the viewshed when the viewpoint elevation is 
constant (Table 2) can be taken to be collaboration of the im- 
portance of increased elevations. 

Relief effects are suggested in the results presented here, but 
with two points tested these can only be indications. The near- 
interfluve location, Point 1, seems to have a more robust 
viewshed, with the alternate hypothesis being rejected for an 
RMSE of 2m, and the correlation between viewpoint elevation 
and viewshed area being higher than in any of the cases of the 
valley-bottom Point 2, as well as the high correlation of viewshed 
area and maximum elevation when the viewpoint elevation is 
constant. On the other hand, the correlation between viewshed 
area and viewpoint elevation is less well established for Point 
1 where, as the autocorrelation is varied from 0 to 0.9, the cor- 
relation coefficient falls from 0.84 to 0.45 (Table 2), suggesting 
that, although with highly autocorrelated noise the viewshed 
area found for the original DEM may be more representative 
(p=0.2), in the same circumstance, none of the variables re- 
corded have any predictive power. 

CONCLUSION 

The work reported here provides some insights as to the pos- 
sible consequences of DEM error on the viewshed. Specifically, 
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and most strikingly demonstrated, is the effect on the area of 
the viewshed, where the viewshed in the original DEM data is 
consistently greater than that found in the same DEM with the 
addition of simuIated error. In some situations the difference 
found is statistically significant at  the 0.05 level. 

The implication of this is that the current results of viewshed 
operations, which show locations as either in or out of the 
viewshed, should be treated with the utmost caution. Clearly, 
further study is required to establish the certainty of particular 
points being within the viewshed, and to examine the role of 
the different possible influences over the accuracy, and the pos- 
sible role of landscape characteristics in determining the accu- 
racy. 
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