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Abstract
Detection of forest damage is one of the various remote sensing applications complicated by topographic effects. Different vegetation types are known to respond differently to slope and illumination effects. This paper describes the response of Landsat Thematic Mapper data to the topography in Norway spruce forest, and the possibility to assess forest damage in rugged terrain. The effect at the examined medium and low solar elevations was non-Lambertian. Minnaert corrections and other empirical functions proposed for different cover types were found to be inadequate. Two new models were developed: one based on Minnaert constants changing with the cosine of the incidence angle, and the other based on an empirical relationship. Both models gave satisfactory results although the empirical model performed better for nearly shadowed northern slopes. With a model accounting for terrain and canopy inhomogeneity effects using digitized stand data and digital elevation models, healthy to slightly defoliated spruce forest could be separated from moderately defoliated forest. The method enables an improvement of the earlier documented Landsat TM capability to detect severely damaged forest.

Introduction
The operational use of remote sensing techniques is often obstructed by problems originating from topographic effects on the sensor response. Forest damage assessment is one of the applications complicated by such problems. Earlier satellite studies have suggested that Landsat TM is capable of mapping severe forest damage (Ciolkosz and Zawila-Niedzwiecki, 1990; Rock et al., 1986; Vogelmann, 1990). Techniques enabling monitoring of moderate damage are also of principal interest, because they strongly facilitate management actions aiming to prevent production losses and the evolving of irreversible damage. The capability to detect slight or moderate forest decline with satellite and airborne data has been found to be very sensitive to natural variations in stand characteristics and terrain (Ekstrand, 1990; Ekstrand, 1994a; Leckie, 1987; Westman and Price, 1988). However, when using a model employing stand data from digitized forest maps to account for variations in stand age, species composition, and density, it has been possible to distinguish between healthy and moderately defoliated spruce forest on horizontal ground using Landsat TM (Ekstrand, 1994a). To make the method feasible over larger areas, it is also necessary to be able to correct for topographic effects.

Apart from irradiance variations due to atmospheric optical properties, the irradiance received by the target varies with the cosine of the incidence angle. Due to atmospheric scattering, the sun elevation is also of importance. A surface perpendicular to the sun at a low sun elevation will receive less radiation than a surface perpendicular to the sun at a high solar elevation. To some extent, the incoming radiation also varies with the target altitude because the optical thickness of the atmosphere decreases at higher altitudes (Yugui, 1989). The amount of reflected radiation from the target depends on the class-specific reflection in different directions described by the bidirectional reflectance function (e.g., Kriegal, 1976). It also depends on whether the geometric structure of the forest type changes with slope. According to Kimes and Kirchner (1981), there is a need for measurements on a large number of vegetation types on inclined surfaces. Measurements of topographic effects have demonstrated that different types of vegetation respond differently to direction and illumination effects (Holben and Justice, 1980; Leprieur et al., 1988; Thomson and Jones, 1990). In agreement with this, Toillet et al. (1982) found that slope-aspect corrections in forestry applications must be class-specific and that no correction formula is sufficiently general to accommodate the various forest types. Syrén (1991) found that the vertical canopy structure of different species strongly influences the rate at which reflectance decreases as a function of decreasing sun elevation. This indicates that the spectral response to an increasing angle between the surface normal and the solar beam due to topography is also dependent on vertical canopy structure.

The use of ratio algorithms has been reported to partly resolve the problem of variable illumination, provided that the atmospheric path radiance term is eliminated (Kowalik et al., 1983; Chavez and Mitchell, 1977; Rowan et al., 1977). The method has been used to detect severe forest decline in areas suffering from both defoliation and chlorosis symptoms (Rock et al., 1986; Rosengren and Ekstrand, 1987; Vogelmann, 1990). Chlorosis is defined as a persistent yellow discoloration on the sun-exposed upper side of the branches. However, in areas with moderate defoliation and no chlorosis, Ekstrand (1994a) found that ratios gave inferior results compared to a near-infrared single band variable due to poor correlation with moderate defoliation in the visible and shortwave infrared (SWIR) bands. These results support the findings of Koch et al. (1990) who also presented poor relationships between defoliation and visible and SWIR spectral bands. The only consistent spectral effect of defoliation was a decrease in the near infrared spectral band. This implied that an empirical correction based on digital slope/aspect data would be more appropriate than a ratio correction for the application considered here. Both methods are investigated in this paper.

The purpose of the project was to develop a method for correction of topographic effects in spruce forest, to incorpo-
rate the method in the defoliation assessment model and to determine the operational accuracy of the defoliation estimation.

**Lambertian and Non-Lambertian Models**

A Lambertian surface is presumed to be a perfectly diffuse reflector, appearing equally bright from all viewing directions. Therefore, a Lambertian correction function attempts to correct only for differences in illumination caused by the orientation of the surface (Jones et al., 1988). Radiance is assumed to be proportional to the cosine of the incident angle. The incidence angle \((i)\) is the angle between the surface normal and the solar beam, and may be calculated by (Smith et al., 1980; Holben and Justice, 1980)

\[
\cos i = \cos e \cos z + \sin e \sin z \cos(\phi_s - \phi_e),
\]

where \(e\) = surface normal zenith angle or terrain slope, \(z\) = solar zenith angle, \(\phi_s\) = solar azimuth angle, and \(\phi_e\) = surface aspect of the slope angle.

Northern slopes approaching the point where the surface is in shadow \((\cos i < 0)\) should, according to the Lambertian assumption, have no reflectance. However, during daytime, diffuse sky irradiance will always reach the surface, and part of it will be reflected. It may be advocated that the surface itself may still be nearly Lambertian but, as seen from the satellite, it is not. Several authors have found that the sky irradiance cannot be neglected for pixels with low direct illumination (e.g., Proy et al., 1989; Kimes and Kirchner, 1981), and that non-Lambertian assumptions provide superior results for vegetated surfaces (Colby, 1991; Jones et al., 1988; Leprieur et al., 1988; Smith et al., 1980; Teillet et al., 1982; Thomson and Jones, 1990; Woodham and Grey, 1987). However, both sand (Holben and Justice, 1980) and forested surfaces (Cavayas, 1987; Smith et al., 1980; Teillet et al., 1982) have been found to be nearly Lambertian at high solar elevations when the effective incidence angle is relatively low, including the incidence angles for northern slopes. Kawata et al. (1988) attributed the rejection of the Lambertian model by previous researchers to a presumed incorrect use of digital terrain data. However, several of the authors above did not use digital terrain data for the determination of slope/aspect in the test sites (e.g., Holben and Justice, 1980; Smith et al., 1980; Thomson and Jones, 1990). If atmospheric path radiance is removed in advance and sky irradiance is neglected, the Lambertian cosine correction is (Smith et al., 1980)

\[
\log(L_n) = \log(L) / \cos i.
\]

where \(L_n(\lambda)\) is the effective normal response that would be measured when the incidence and slope angles both are at zero, i.e., when the surface is perpendicular to a sun in zenith. When the sun is not in zenith, correction of the radiance of an inclined surface to the radiance of a projected horizontal surface would be achieved by the function (Teillet et al., 1982)

\[
L_h(\lambda) = L_n(\lambda) \cos z / \cos i,
\]

where \(L_h(\lambda)\) is the radiance for a horizontal surface and \(L_n(\lambda)\) is the radiance observed over the inclined terrain.

As mentioned, the majority of previous works have shown that this correction is inappropriate for forest vegetation, with an exception of high solar elevations. The model generally causes over-correction of northern slopes. The most common way to account for the non-Lambertian behavior of vegetation has been to employ the Minnaert constant (Colby, 1991; Jones et al., 1988; Smith et al., 1980; Teillet et al., 1982; Woodham and Grey, 1987). This function was originally proposed for lunar applications by Minnaert (1941), in which the constant \(k\) was used to describe the surface roughness. In the study by Smith et al. (1980), the function was used to give the satellite radiance by

\[
L(\lambda, e) = \log(L) \cos^k(i) \cos^k(z) + k \log(\cos i \cos e),
\]

where \(k\) is the Minnaert constant. The constant can be derived by first linearizing Equation 4. Then obtaining the regression value for \(k\) using (Smith et al., 1980; Colby, 1991),

\[
L \cos e = L_n \cos^k i \cos^k e,
\]

and

\[
\log (L \cos e) = \log L_n + k \log (\cos i \cos e),
\]

where \(y = \log (L \cos e)\), the response variable;

\[x = \log (\cos i \cos e),\]

the independent variable; and

\[b = \log (L_n),\]

the linear form, is obtained from \(y = \log L_n + b\). The equation is then solved for \(k\), the Minnaert constant. However, this approach requires data on \(L_n\), the radiance for spruce forest when \(i = e = 0\), that is, for horizontal surfaces when the sun is in zenith. Such data were not available for the present study. However, Equation 4 may be inverted to develop a Minnaert backwards radiance correction for topographic slope and aspect (Smith et al., 1980; Colby, 1991): i.e.,

\[
L_n = L \cos e / (\cos^k i \cos^k e).
\]

Correction of the radiance over an inclined surface to the radiance over a projected horizontal surface when the solar zenith angle diverges from zero, is achieved by the relationship

\[
L_h = L_n / (\cos^k z / \cos^k i),
\]

where \(\cos^k z\) accounts for the fact that the sun is not in zenith. An alternative approach to the linearization of Equation 4 is to calculate the value for \(k\) by resolving Equation 6 for \(k\). This was possible because the radiance of horizontal surfaces \((L_n)\) was known, as well as the radiance of inclined surfaces \((L_h)\).

Other empirical or semi-empirical functions have been presented by, for example, Givco (1989), Teillet et al. (1982), and Tomppo (1989). They generally use constants to modify the dependence on \(\cos i\), or to further adjust the effect of the Minnaert constant \((k)\).

The causes of the non-Lambertian behavior of the different forest types are still to be clarified. Information gaps exist regarding the relative significance of sky irradiance, class-specific reflection in different directions, and variations in the geometric canopy structure. However, empirical functions like the Minnaert equation do not require such knowledge and may therefore be the only corrections applicable for the time being.

Most of the above "Minnaert papers" showed that the \(k\) value, or the degree of non-Lambertian behavior, is wavelength dependent and, consequently, presented one value for each spectral band. The main reason for the divergent behavior of vegetation in the different wavelength bands can be traced back to the diverging amount of sky irradiance in the different spectral bands, to the wavelength dependent scattering of light by atmospheric water vapor, aerosols, etc., and to the specific reflectance characteristics of the canopy, the leaves, the branches, and the field layer background.

The tree species examined so far concerning the effect of topography as recorded by satellite are Ponderosa pine (Smith et al., 1980), Lodgepole pine, and Douglas fir (Teillet et al., 1982). Several authors have studied coniferous or deciduous forest, with a number of species pooled in their main classes (Cavayas, 1987; Leprieur et al., 1988; Givco, 1989).
Methodology

Study Area

A forest region in the county of Bohuslin in southwestern Sweden was selected for study (Figure 1). The 300-km² area is characterized by hilly terrain with slopes of 0 to 40 degrees, although the local altitude differences are not very large, usually not more than 100 metres. The minimum altitude is zero metres (sea level) and the maximum is 196 metres. Between the hillocks are flat, fine-grained sediments.

Although the forest damage symptoms are light to moderate compared to the symptoms in some parts of central Europe, Bohuslin suffers from the highest levels of damage in Sweden. The main visible symptom is defoliation (needle loss) in the upper half of the crown. The most affected stands have a mean needle loss of approximately 35 to 40 percent, with 5 to 10 percent of the trees being dead or dying. The comparatively high defoliation levels in the area are attributed to long distance air pollutants together with local emissions of sulphur dichlorides, nitrogen oxides, and hydrocarbons.

The area is dominated by stands of Norway spruce (Picea abies), sometimes mixed with large components of Scotch Pine (Pinus Sylvestris) and hardwood species such as birch (Betula verrucosa and Betula pubescens) and oak (Quercus robur). The forest is divided into stands of uniform age and species composition. These are well managed, and the distribution of trees within each stand is also relatively uniform. The stand size is generally 2 to 10 ha, although some stands are as small as 0.3 ha.

Preprocessing of Satellite Data

Image processing was conducted using PCI Easi/pace software and an Ebba II image processing system on personal computers. Erdas software was tested for the calculation of slope and aspect. The dates of the digital Landsat-5 TM scenes used were:
- 29 August 1989, sun elevation 36°, sun azimuth 152°
- 12 September 1985, sun elevation 33°, sun azimuth 156°
- 28 September 1985, sun elevation 28°, sun azimuth 158°

Dark-lake pixel subtractions were applied to all spectral bands in order to eliminate the path radiance term, as suggested by authors referred to above (e.g., Kowalik et al., 1983; Chavez and Mitchell, 1977), thereby reducing the atmospheric influence on the ratios. The water radiance in TM bands 1 through 3 were corrected to 1.23, 0.72, and 0.12 mW/(sr cm² μm), respectively, and in TM bands 4, 5, and 7 to 0, according to results presented by Bukata et al. (1983) for water with very small concentrations of suspended sediment and phytoplankton. These characteristics are assumed to be similar to the conditions in the lakes used for calibration.

The values are also close to the clear ocean water radiance presented by Gordon (1987). The data from 1989 were geotactically precision corrected and resampled to 25-metre pixels using the standard procedure of the Swedish Landsat distributor, SSC Satellitbild, Kiruna (RMSE < 0.5 pixels). The precision correction is based on ground control points, and the resampling technique involves a cubic convolution modified to take account of the differently sized scan gaps of Landsat TM. Reduction of the pixel size is performed to retain the pixel information through the rotation procedure. It also results in a better fit of the data to the Swedish coordinate system (Westin, personal communication, 1993). The two scenes from 1985 were purchased system-corrected, and were resampled and registered to the 1989 imagery using in-house software. Late summer Landsat TM scenes were chosen because earlier results within this project indicated that spruce defoliation gives a more distinct response in late summer than in mid summer imagery (Ekstrand, 1990).

After the topographic analyses and corrections but before the final damage assessment, the scenes from 1985 were relatively calibrated to the 1989 scene using a regression function derived by plotting 1985 digital counts from young forest areas against 1989 digital counts. The coefficient of determination (R²) for TM 4 was 85.2 and the RMSE was 0.46 mW/(cm² μm). The resulting regression equation was used to convert 1985 data into values comparable to 1989 values (Vogelmann and Rock, 1989). Young forest areas were used because no spectrally stable ground features of sufficient size were found within the satellite scene. Furthermore, Olsson (1993) found that regression functions computed from forest pixels performed better than regression functions based on dark and bright areas (water and gravel pits) or on all types of land cover classes. Old forest was excluded from the regression because any large scale inter-annual spectral changes caused by forest damage would otherwise have been lost in the calibration (only old trees were damaged in the area). No management actions were carried out in the young regression stands between 1985 and 1989. Therefore, there was no spectral change other than the negligible effect of four years of aging, and the possible small effects of changes in understory, lichens, amount of cones, etc. The calibration stands included bright, 20-year-old hardwood forest and darker, 50-year old spruce. A drawback with the traditional regression method is that light areas will be underestimated and dark areas will be overestimated. This is caused by the fact that the traditional regression line of Y on X does not run through the midst of the regression points towards the ends of the point cluster. If measurement errors exist in both X and Y, the traditional method will yield biased estimates (Curran and Hay, 1986). To reduce this effect, an intermediate regression line was calculated using Wald's method instead of the traditional regression line computation. This method fits the regression line by dividing the observations into two halves on the basis of their X values. The line is then calculated from the mean values of each group (Curran and Hay, 1986; Wald, 1940).

In Situ Measurements

A total of 216 reference sites were selected and field visited during the weeks after the scene registration of 29 August 1989. The method fits the regression line by dividing the observations into two halves on the basis of their X values. The line is then calculated from the mean values of each group (Curran and Hay, 1986; Wald, 1940).
TABLE 1. RANGES OF FOREST PARAMETER VALUES MEASURED IN (1) THE 65 SITES FROM 1989 USED FOR ANALYSIS OF THE TERRAIN EFFECT AND DEVELOPMENT OF CORRECTION MODELS, AND (2) THE 40 VERIFICATION SITES FROM 1989 (THE VERIFICATION SET FROM 1985 HAD APPROXIMATELY THE SAME RANGES).

<table>
<thead>
<tr>
<th>Forest Parameter</th>
<th>Range development sites</th>
<th>Range verification sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope gradient</td>
<td>0–26°</td>
<td>0–25°</td>
</tr>
<tr>
<td>Age</td>
<td>70–100 yrs</td>
<td>70–100 yrs</td>
</tr>
<tr>
<td>Defoliation (needle loss)</td>
<td>13–37%</td>
<td>15–34%</td>
</tr>
<tr>
<td>Hardwood component</td>
<td>0–6%</td>
<td>0–21%</td>
</tr>
<tr>
<td>Pine component</td>
<td>0–12%</td>
<td>0–22%</td>
</tr>
<tr>
<td>Timber volume</td>
<td>160–260 m³/ha</td>
<td>120–275 m³/ha</td>
</tr>
<tr>
<td>Density</td>
<td>170–270 st/ha</td>
<td>140–280 st/ha</td>
</tr>
</tbody>
</table>

1989. Out of these, 80 were located on inclined surfaces and were used in the terrain analyses, together with 25 near-horizontal sites. Several authors studying terrain effects have attributed high levels of variability in observed radiances to canopy inhomogeneity within the test sites (Cavayas, 1987; Teillet et al., 1982; Hall-Konyves, 1987). Therefore, homogeneity was strongly emphasized in the selection of reference sites. Only relatively small stands (0.6 to 1.2 hectares) were sufficiently homogeneous. All such areas covered by the aerial photography were selected for study (216 sites). The measured site characteristics from 1989 were assumed to be valid also for the 1985 data, except for the defoliation which was assessed for both years. The canopy parameters measured in the field were age, basal area, mean height, timber volume, site quality, and understory. These were measured in three to six plots per site, the number of plots depending on the site homogeneity. A three-plot site was divided into three equally sized sections, and the plots were located in the centers of these sections. Each plot was 0.03 ha in size. The slope and aspect were determined using clinometer and compass. Two measurements were carried out for each slope in the test site. Some sites had slightly diverging slope degrees or aspects in two or three site parts, and in these sites four or six measurements were carried out. The resulting site slope gradients ranged between 0° and 28°, and the aspects were evenly distributed in all directions. Species composition, stems per hectare, and mean stand defoliation (needle loss) were determined using color infrared aerial photography at a scale of 1/6,000 acquired on 21 September 1989, and at a scale of 1:10,000 acquired on 27 July 1985. Two separated strips of photography were flown across the 300-km² study area in 1989, covering one fifth of the area. Two strips were flown in 1985, covering one third of the area because the scale was smaller. Table 1 shows the ranges of the parameters measured in the reference sites. The defoliation assessment was carried out according to methods described by Ekstrand (1994b). All clearly distinguishable trees (40 percent) in the sites were categorized into 20 percent defoliation classes (0 to 20 percent, 21 to 40 percent, etc.) using the aerial photography. The mean spruce needle loss for each site was calculated by summing the number of trees in each category (e.g., 21 to 40 percent) and multiplying them with the class midpoint (e.g., 30 percent). The resulting values for the five categories were added up and divided by the total number of spruce trees, thus calculating a mean needle loss for the site, presented in percent.

The test sites were delineated in the aerial photography and subsequently the borders were transferred to the satellite imagery. Two methods were considered for this procedure. The first was to identify the test site in the forest map, to extract the national grid coordinates for the center point, and then to transmit them to the satellite imagery. However, exact map identification of the air-photo-delineated test sites were sometimes impossible to carry out. Furthermore, the need for homogeneity within the sites made it unfeasible to maintain a specific site outline, for example, a square, which is a prerequisite if the coordinates of the center or corner points are to be used for delineation in the satellite imagery. This method also made it difficult to manually correct for the geometric displacement which locally may be as large as one pixel also in imagery that is geographically corrected with high precision (RMSE < 0.5 pixels). The approach chosen in the present study was to visually identify the air-photo-delineated test sites in the enlarged satellite imagery. For sites in the middle of large old growth forest areas, this proved to be equally difficult, but, if small forest gaps or younger stands were located less than five pixels away from the site, the delineation using this method was more exact. After delineation in the satellite imagery, the border pixels were excluded. The presence of large, open surfaces close to the sites would affect the recorded site spectral radiance. Therefore, such sites were excluded from analysis.

Analysis

The mean reflectance was calculated for each reference site (6-17 pixels) and used in the terrain analyses. Sixty-five sites, out of which 15 were horizontal or near-horizontal (<3°), were used to develop empirical functions, based on the Landsat data from 1989. The functions were verified with the data from 28 September 1985 (the same 65 sites) and 12 September (22 out of 65 sites). A larger number of sites for the 12 September scene would have been beneficial but, because it was a neighboring scene with sites only in the overlap area, only 22 sites could be found. The remaining 30 inclined sites were used in the verification of the final damage assessment together with ten sites located on near-horizontal surfaces.

The topographic effect was plotted for the TM spectral bands of August 1989 (Figure 2). Linear and non-linear regression analyses of cos i versus spectral bands were performed using Statgraphics software. Non-linear functions were determined using least-squares matching of a predefined function type (in this case, $I(\lambda) = a + b \cos i$, where $a$, $b$, and $c$ are constants that are iteratively tested). Topographic correction equations based on these functions and on Minnaert functions were analyzed. The reference site cos i values used in these analyses were calculated from the field measured slope/aspects. In the final application of the developed correction functions employing digital elevation models, cos i values were calculated for each pixel from which a mean cos i for each stand was computed. The Minnaert values were initially computed by solving Equation 6 for k. Spectral radiance values for 10°, 20°, and 30° slopes in different directions were calculated from the non-linear regression line of spruce radiance versus cos i. These were, together with the radiance of horizontal surfaces, used to solve Equation 6 for k, for the 10°, 20°, and 30° slopes. The Minnaert constant (k) was calculated using one cos i value at a time. The radiance of horizontal surfaces was determined by calculating the mean of the observed radiance from 20 homogeneous, horizontal sites. As it became clear that the Minnaert constants changed closely with cos i for different aspects, constants changing with cos i were tested (see Results). The capability of ratios to eliminate topographic effects was ana-
lyzed by plotting ratio values for the test sites against \( \cos i \). Ratio values were calculated from spectral radiance values corrected for additive atmospheric effects.

Partial correlation analysis was employed to compare the spectral significance of changes in topography with the significance of varying defoliation, species composition, age, and density. The partial correlation coefficient measures the relationship between two variables while controlling for possible effects of other variables. These effects are controlled by removing the linear relationship with the other variables before calculating the correlation coefficients between the two variables of interest. Only linear functions were considered. This analysis was carried out on the verification set of 40 unused test sites, where variations in the forest parameters were allowed (Table 1).

In the final step, the chosen topographic correction function, verified on the two additional scenes from 1985, was incorporated in the earlier developed model (Ekstrand 1994a). This model was originally designed to modify radiance values based on age, density, and species variations taken from forest maps (see Results). A forest damage assessment was performed for which the classification accuracy using field measured slope/aspect data were compared to the accuracy of an assessment using slope/aspect derived from the digital elevation model (DEM).

Integration of the Elevation Model
A digital elevation model with a 50-metre grid spacing was purchased from the Swedish Land Survey and converted to raster imagery. The height accuracy is ±2.5 metres but, in terrain characterized by steep hills, errors of ±5 metres may occur. With these accuracies, uncertainties of 10° to 20° may occur but, because stand mean values were used, the errors were strongly reduced. The elevation model covered 300 km² (identical to the study area). In the rasterization of the DEM grid points, the altitude values were generalized from decimetres to metres. The data were resampled to 25-metre pixels to geometrically match the Landsat TM imagery and the digitized forest maps. The procedure reduces the influence of a high elevation value, extending across the border to what is actually horizontal ground when calculating slopes. It also improves the geometric location of the calculated slopes in sharp terrain. The transformation to 25-metre pixels was carried out by zooming the original image with a factor of two. Then one column and one row were removed from the upper left of the image in order to fit the center of each 2-by 2-pixel block to the position of the original grid point. The result is similar to a resampling using the nearest-neighbor method. After this procedure, the slope and aspect images were calculated using the methods described below. In a test employing 20 sites, the mean deviation for the calculated site slope compared to the observed slope was 3.2°.

This test also showed that 25-metre data resampled from the 50-metre data performed better than the 50-metre data itself (mean dev. 5.3°). The slope and aspect derived using this resample method may be somewhat different for single pixels compared to slope/aspect derived from a resample based on cubic convolution. The latter method smooths the altitude differences between pixels and therefore possibly also reduces the slope values in sharp terrain.

Two methods to calculate slope and aspect were tested. One of them computes the aspect at a point as the orientation of the plane formed by the vector connecting the left and right neighbors and the vector connecting the upper and lower neighbors of the pixel. The aspect is the angle between north (top of image) and the projection of the normal vector of this plane onto the horizontal plane. The other method computes the mean of the three vectors connecting the three left neighbors with the three right neighbors, as well as the mean of the three vectors connecting the three upper neighbors with the three lower neighbors. The latter methods accounts for a larger part of the terrain features in the 3 by 3 matrix. The errors produced by the two-vector calculation of slope/aspect are likely to be comparatively large. However, the difference between the methods can be assumed to be reduced by the choice of standwise assessment instead of pixelwise. From the slope and aspect images, a mean value (\( \cos i \)) is calculated for each stand, based on the \( \cos i \) values of the pixels within the stand. This way, the terrain features of “diagonal” pixels influence the result also with the two-vector method.

Results and Discussion

Spectral Effect of Topography
The order of spectral significance among the stand parameters was determined by partial correlation analysis performed on the verification set (Table 2). The terrain factor, expressed

<table>
<thead>
<tr>
<th>Table 2. Order of Spectral Significance Among Compartment Parameters, Partial Correlation Analysis with TM Band 4 as Dependent Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent variables</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>Incidence angle</td>
</tr>
<tr>
<td>Defoliation</td>
</tr>
<tr>
<td>Hardwood component</td>
</tr>
<tr>
<td>Age</td>
</tr>
<tr>
<td>Fine component</td>
</tr>
<tr>
<td>Stems/hectare</td>
</tr>
<tr>
<td>Timber volume</td>
</tr>
</tbody>
</table>
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slopes are severely over-corrected, resulting in a re-versed topographic effect, stronger than in the uncorrected data. This is shown for 20° slopes in Figure 3. In order to examine whether or not Minnaert constants previously developed for other tree species would also accommodate Norway spruce, the near-infrared Minnaert constant (Equation 5) for Ponderosa pine (0.37, Smith et al., 1980) was employed. Again, 10°, 20°, and 30° slopes with different aspects were corrected. The results were better than for the Lambertian cosine correction, although the correction for southern slopes was not sufficient. For a 20° slope with a 10° relative azi-muth (relative to the sun), the resulting correction factor was 0.86, while it should have been 0.75 to reach the level of known horizontal spruce surfaces. Using a Minnaert constant high enough to yield adequate corrections for southern slopes (k = 0.85) gave, on the other hand, poor results for the northern slopes (Figure 3). Minnaert constants earlier developed for Douglas fir (k = 0.96, Teillet et al., 1982) and Lodzegpole pine (k = 0.23, Teillet et al., 1982) were also tested, but they did not improve the results. No single Minnaert constant resulted in accurate corrections for all slope/ aspects. This lead to the conclusion that new Minnaert constants should be calculated for Norway spruce. This is in accordance with previous works referred to above. Furthermore, different corrections should be used for different values of cos i, something that was briefly discussed by Teillet et al. (1982) in the examination of Douglas fir and Lodzegpole pine.

The following analysis aimed to compute new Minnaert values for Norway spruce. For several of the spectral bands, the Minnaert coefficients calculated by solving Equation 6 for k followed the change in cos i rather closely. Therefore, functions that allowed k to change according to the calculated k values for different cos i were tested iteratively. The corrections were applied to the spectral radiance values for the 10°, 20°, and 30° slopes in different directions (i.e., 10°, 20°, 30°, ..., 180° relative azimuth to the sun). The radiance values for these slopes were calculated from the non-linear regression line of the observed spruce radiance versus cos i (Figure 2). For TM band 4, a correction residual of 0.02 mW/ (sr cm² µm) was accepted because this is the approximate ef-fect of 1 percent needle loss in TM band 4 for the scenes studied (Ekstrand, 1994a). The function that gave the best result for all tested slope/aspects was chosen. When these computations, it was observed that the main effect of the slope factor in the numerator and denominator of Equation 5 (cos e and cos² e) was a constraint in the correction for northern slopes. For example, for a 20° slope with a 170° relative azimuth (relative to the sun position) and a k value of 0.30, the correction factor would be 1.16 with cos e and cos² e in the function and 1.22 without. For a similar slope with 10° relative azimuth (almost facing the sun) and a k value of 0.90 (which was more appropriate for southern spruce slopes), the correction factor would be 0.75 with cos e and cos² e in the function and 0.75 without. The constraint in the correction for northern slopes is not desirable if the k value is allowed to change, which was a necessity if accurate cor-rections were to be accomplished. This is because the change (in k) in itself accounts for the needed constraint in correc-

![Figure 3. The effect of earlier proposed cosine and Minnaert corrections on the TM band 4 intensity of 20° spruce slopes (relative azimuth is the difference between site aspect and sun azimuth).](https://example.com/figure3.png)

<table>
<thead>
<tr>
<th>Spectral band</th>
<th>Minnaert constant</th>
<th>Empirical function</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM 1</td>
<td>0.34 cos $i$</td>
<td>No clear topographic effect observed</td>
</tr>
<tr>
<td>TM 2</td>
<td>0.36 (rel. azimuths 0-60°)</td>
<td></td>
</tr>
<tr>
<td>TM 3</td>
<td>0.58 (rel. azimuths 91-180°)</td>
<td></td>
</tr>
<tr>
<td>TM 4</td>
<td>0.94 cos $i$</td>
<td>$L_{d2} = L_x (0.943) / (0.712 + 0.823 \cdot \cos i)$</td>
</tr>
<tr>
<td>TM 5</td>
<td>1.04 cos $i$</td>
<td>$L_{d4} = L_x (0.993) / (0.712 + 0.823 \cdot \cos i)$</td>
</tr>
<tr>
<td>TM 7</td>
<td>0.94 cos $i$</td>
<td>$L_{d7} = L_x (0.973) / (0.712 + 0.823 \cdot \cos i)$</td>
</tr>
<tr>
<td>TM 8</td>
<td>0.50 (rel. azimuths 0-60°)</td>
<td></td>
</tr>
<tr>
<td>TM 9</td>
<td>0.30 (rel. azimuths 91-180°)</td>
<td></td>
</tr>
</tbody>
</table>

where $r$ for TM band 4 = 1.04 for relative azimuths from 0 to 60°, and 0.97 for relative azimuths from 61 to 180° (relative azimuth is the difference between the site aspect and the sun azimuth). Thus, the Minnaert constant, $k$, is replaced by $(r \cos i)$. The difference in correction effect between the two $r$ values, 1.04 and 0.97, is small. For other applications it may suffice to apply an $r$ value of 1.0. However, this results in a slight undercorrection for southern slopes and an over-correction for northern slopes, in the data set examined. The error is comparable to the spectral effect of 1% of percent defoliation; therefore, the model with two $r$ values was chosen here. Figure 4 shows that the relationship between spectral radiance and topography was removed or strongly reduced.

A drawback with this function is that the correction factor slowly decreases for $\cos i$ values below 0.2 and becomes insufficient close to 0. Below 0, the function is not applicable (i.e., for slopes in shadow). Still, $\cos i$ values lower than 0.2 occur comparatively seldom for scenes with sun elevations above 25°, and, if they do, they are not likely to be vegetated by spruce forest.

An alternative empirical correction function can be formulated by applying the non-linear regression lines for TM bands 2 to 7 versus $\cos i$ (Figure 2) to the general form of Equation 8. For TM band 4 the correction is then accomplished by

$$L_{d4} = L_x (1.495 + 1.519 \cdot \cos i) / (1.495 + 1.519 \cdot \cos i).$$

The resulting function for each band is found in Table 3. These functions gave corrections as accurate as the “running Minnaert” constants for the scenes from 29 August 1989 and 12 September 1985. For the scene from 28 September 1985, with very low sun elevation (28°), the running Minnaert correction was slightly better. The corrections of TM band 4 are presented in Figure 4. The empirical function (Equation 9) is applicable for all $\cos i$ values, although it must be stressed that slopes in shadow ($\cos i < 0$) have not been examined here.

A possible reason for part of the increased variability in the 1985 data (Figure 4) is the registration of 1985 data to 1989 data. The resampling was performed with a root-mean-square error of less than 0.5 pixels, but in some parts of the imagery the displacement was still one pixel large. This problem is hard to avoid with existing resampling software. Another factor that may have increased the variability in the two data sets from 1985 (Figure 4) is the fact that the test sites were assigned the same forest parameter values (for instance, species composition) in 1985 as in 1989. No management actions were carried out in the sites between 1985 and 1989, and no other changes were recorded during the field visits, but the possibility of small changes in the canopy or the understory cannot be excluded.

In the data from 12 September 1985, a slight undercorrection can be observed (Figure 4). This may imply that not only is the relationship $\cos i$ important, but also that...

Figure 4. The correction efficiency of the “running Minnaert” and the empirical function, on TM band 4 radiance (mW/(sr cm² µm)). (a) 29 August 1989, 65 sites. (b) 12 September 1985, 22 sites. (c) 28 September 1985, 65 sites. The slightly different relationship between digital counts and radiance in (a) compared to (b) and (c) depends on differences in the radiometric correction of system corrected and geometrically corrected data, at the Swedish distributor SSC Satellitbild, Kiruna.
The slope and aspect values used to calculate \( \cos i \) for Figures 3 and 4 were measured in the field. Consequently, the results show the capability of the terrain corrections if nearly exact slope and aspect values are used as input. Computing slope and aspect from DEM data introduces the error sources associated with the resolution of the DEM; in this case, a 50-metre grid spacing in \( x \) and \( y \), with a maximum error of \( \pm 2.5 \) metres in \( z \) (although occasional errors of \( \pm 5 \) metres are accepted in the terrain type examined). For instance, sharp terrain features between the 50-metre points will be disregarded. The effect of the errors introduced with the elevation model is presented for TM band 4 in Figure 5. The correction function removes the topographic effect in TM band 4 for 85 to 90 percent of the sites, with residuals of 1.5 digital counts or less (residuals of DEM correction minus in situ correction). For 10 to 15 percent of the sites, the correction residuals are large, here defined as 3.0 digital counts or more, due to deficient DEM slope/aspect. The largest residuals are 4 to 5 digital counts. This may be compared with the total topographic effect for the \( \cos i \) range of the 1989 sites examined here; approximately 15 digital counts, or 1.3 mW/ (sr cm\(^2\) m). Similar results were obtained for the other spectral bands and for the 1985 scenes. Two ways of computing slope/aspect from the DEM were tested. Figure 5b illustrates the method using four of the neighbors, omitting terrain features in the diagonal pixels. Figure 5c presents the results derived using the method that calculates a mean of the three vectors connecting the three left neighbors with the three right neighbors, as well as the mean of the three vectors connecting the three upper neighbors with the three lower neighbors. In this way, terrain features in all eight neighbors influence the slope/aspect of the center pixel. The correction results of the two methods are very similar. This can partly be attributed to the fact that standwise, not pixelwise, correction was employed. The mean \( \cos i \) based on all pixels within the stand was calculated, and the correction was applied to the TM 4 stand spectral radiance. Hence, terrain features in “diagonal” pixels were accounted for also in the four-neighbor method. Furthermore, the resampling method results in blocks where four pixels have identical altitude values. This further decreased the differences between the four-neighbor and eight-neighbor methods. However, the error due to one-metre rounding is more influential in the four-neighbor method.

As mentioned, several ratio indices have earlier been used for forest damage assessment. These include TM bands 4/2, 4/3, 5/4 and the Normalized Difference Vegetation Index (NDVI), TM bands \((4 - 3)/(4 + 3)\). Their capacity to reduce terrain effects has been studied by authors referred to above. For comparative reasons, this capacity was examined also for the data used here. The results show that, when path radiance has been removed, all ratio indices except TM 4/2 corrected very well for terrain effects. The corrections achieved by TM 5/4 and NDVI are presented in Figures 5a and 6. The poor performance of TM 4/2 (and TM 4/1 which was studied in a follow-up test) suggests that blue and green spectral bands have such a low response to topography in spruce forest that they should not be used in ratios together with highly sensitive bands, if the purpose is to reduce topographic effects. Nevertheless, the good results for the other ratio indices support the conclusions of Rock et al. (1986) and Vogelmann (1990) that they are suitable for damage assessment in areas exhibiting both chlorosis (yellowing) and defoliation.

In Sweden chlorosis, defined as the persistent yellowing of sun-exposed needles, seldom occurs. The sole damage symptom is defoliation, for which a single-band estimation function gives superior results (Ekstrand, 1994a). Therefore, single-band topographic corrections such as the two alternatives presented here must be employed. Because of its
slightly better performance for the Landsat TM imagery examined here, the "running Minnaert" function (Equation 8) was chosen for the damage assessment application. However, both of the spruce topographic correction models presented provide strongly improved results for satellite scenes with medium and low solar elevations.

Defoliation Assessment Model

The purpose of the earlier developed forest damage model (Ekstrand, 1994a) was to account for spectral variations caused by variability in the stand characteristics. This is accomplished by modifying the TM band 4 radiance based on information about the forest characteristics in each compartment, extracted from digitized forest maps. For damage assessment, age may be accounted for by simply excluding stands younger than 70 years from defoliation assessment. Spruce forest younger than that is seldom suffering from forest decline symptoms in the region and, more importantly, the age spectral response is stable from 70 years and up. For the density factor it is sufficient to exclude very sparse and very dense compartments (below 120 m²/ha and above 310 m²/ha) composing only 6 percent of the spruce forest area in the region (Ekstrand, 1994a). The remaining factor, species composition, has to be corrected for in a more detailed way. Based on the spectral response of pine and hardwood minority fractions, a simple correction model for forest on level ground was developed (Ekstrand, 1994a): i.e.,

\[ L_{\text{comp},4} = L_{\text{comp},4} - 0.0066P - 0.0156H. \]  

where \( L_{\text{comp},4} \) is the corrected compartment radiance of TM band 4, \( L_{\text{comp},4} \) is the original compartment radiance, \( P \) is the pine component in percent, and \( H \) is the hardwood component in percent. The constants express the spectral effects of one percent pine and one percent hardwood, respectively (Ekstrand, 1994a). Incorporating the topography correction function (Equation 8) in Equation 10 gives the final correction model expressed by

\[ L_{\text{comp},4} = L_{\text{comp},4} \left[ \frac{1}{\cos i} \right] - 0.0066P - 0.0156H. \]  

The defoliation (needle loss in percent) is then estimated by the inverted regression of TM band 4 on needle loss (Ekstrand 1994a): i.e.,

\[ D = \frac{L_{\text{comp},4} - 2.4185}{0.0189}. \]  

The verification of Equations 11 and 12 was accomplished by plotting predicted versus observed defoliation and determining the classification accuracy. The resulting values of percent needle loss for each stand were divided into two classes: healthy and slightly defoliated as one class (0 to 25 percent mean needle loss), and moderately defoliated as the other (>25 percent mean needle loss). Forty unused reference sites were employed in the verification set from 28 August 1989. The variation ranges of the forest parameters in the verification set are presented in Table 1. The verification was carried out for two cases.

In the first case, the information on stand parameters was extracted from the digitized forest maps, and the terrain data from the field measurements. Consequently, this case shows the accuracy when "true" terrain data were used, involving no error sources from the DEM. The relationship between estimated and observed defoliation was relatively strong (\( r = 0.71 \)). A division of the defoliation into the two defined classes, below and above 25 percent mean needle loss, gave a classification accuracy of 78 percent. It must be stressed that this figure is affected by an error source that would not appear in operational inventories. Because most of the study sites covered only part of a larger compartment, the stand parameter values of the map, estimated for the entire compartment, were not always exact for the specific part covered by the study site. In operative inventories, the entire compartment would be assessed and the accuracy would lie between 78 percent and 82 percent, depending on the quality of the forest maps. Eighty-two percent is the accuracy derived when the stand parameter information of the forest map is void of errors. Compared to the accuracy on horizontal surfaces, 80 to 85 percent (Ekstrand, 1994a), the decrease in accuracy is small, indicating a successful topographic correction.

In the second case, the terrain information was taken from the digital elevation model. Comparison of Figures 7a and 7b gives an idea of the errors introduced by the elevation model. The classification accuracy decreased from 78 to 82 percent to 72 to 75 percent.

The model was also verified on Landsat TM data from 12 September 1985, relatively calibrated to the 1989 scene using the method described above. Only one strip of aerial color infrared photography (used for the reference defoliation assessment) flown within the study area was covered by the scene from 12 September 1985. Twenty-two reference sites with 80 to 100 percent spruce could be located within this strip. The defoliation classification accuracy was 71 percent. The somewhat lower accuracy compared to the data set from 1989 may be attributed to the inter-scene radiometric and geometric calibration, which is never absolutely correct, but also to the reference defoliation assessment, performed using aerial CIR-photography at a scale of 1:10,000. With this scale,
the defoliation estimation is slightly more uncertain than with the 1:6,000-scale photography which was used for the 1989 reference assessment.

The three main error sources in operative Swedish inventories will be the relatively coarse division of species composition in the existing forest maps (Ekstrand, 1994a), the 50-metre resolution of the DEM together with the computation of slope/aspect, and the inter-scene radiometric calibration. Species composition is categorized into tenths and not into percent in the forest map surveys. Tests in the study area showed that this error source, together with some misclassification by the field surveyor, caused a mean deviation from the correct percentage of ±5.5 percent. In the case of hardwood, this would yield a defoliation error of 4 to 5 percent needle loss. For pine, the defoliation error would be 1 to 2 percent needle loss. The study area is one of the more difficult in Sweden, which was one of the reasons for choosing it. The forest compartments are small and inhomogeneous, and the terrain is composed of steep hillocks. Thus, the accuracy of the forest maps and the DEM is comparatively low. The effect of the errors originating from the forest maps is relatively small, but influences the majority of the compartments. It creates an increase in the standard deviation of estimated defoliation of 4 to 5 percent needle loss, but, with only two classes, the increase in number of misclassified stands is relatively low. Contrary to this, the DEM effect is large for 10 to 15 percent of the compartments, but negligible for the rest. For these 10 to 15 percent of the compartments, the resulting error is equivalent to 15 percent needle loss or more, and consequently most of them are misclassified.

In spite of the complex conditions of the area, the acquired defoliation accuracies were acceptable (72 to 75 percent). In areas with flat or gently undulating terrain and consequently more homogeneous forest canopy, the accuracy will be approximately 80 percent (Ekstrand, 1994a). To avoid the uncertainties of inter-scene calibrations, it is recommended that a limited air-photo-based reference damage assessment be carried out in new inventories.

Conclusions

The topographic effect in Norway spruce forest as measured by Landsat TM has been described in this paper. The effect was found to be non-Lambertian for the examined medium and low solar elevations. The Minnaert function earlier proposed for other forest types was found to be inadequate when using one fixed Minnaert constant for each spectral band. Two correction models were developed, one based on a Minnaert constant changing with the cosine of the incidence angle, and one based on an empirical function. Both models produced adequate corrections for the data analyzed, although the empirical correction performed better for nearly shadowed northern slopes. The errors introduced by the DEM, together with the computation of slope/aspect, were sometimes large, but they affected only a limited percentage of the slopes and therefore did not hamper the applicability.

The basic objective was to develop methods to account for topographic effects and canopy variations in forest damage assessment. Incorporation of the terrain correction function in an earlier developed model accounting for forest canopy inhomogeneities gave satisfactory results. It seems possible to separate healthy to slightly defoliated spruce forest from moderately defoliated forest with an accuracy of 72 to 75 percent in very rugged terrain and with approximately 80 percent accuracy in flat or gently undulating terrain. These results constitute an improvement over the earlier documented Landsat TM capability to detect severely damaged or dying forest. Regional satellite based defoliation assessments may thus be used to identify stands where vitalization measures are needed in order to prevent production losses and the evolving of severe, irreversible damage.
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