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Abstract shown that the RFM can achieve a very high fitting accuracy to 
The rational function model (RFM) is a sensor model that the physical and is capable of replacing the rigor- 
allows users to peqorm ~ r t h o - ~ ~ c t i f i c a t i ~ ~  and 30 feature sensor models for photogrammetric restitution ( ~ a d a n i ,  
extraction from imagery without knowledge of the physical lg99; DOwman and Dolloff, 2000; Yang, 2000; Tao and Hu, 
sensor model. It is a fact that the RFM is determined by the 2001~). It was reported in Grodecki (2001) that the ~konos ra- 
vendor using a proprietary physical sensor model. The ac- tional differs no more than 0.04 pixel fromthe ~ h ~ s i -  
curacy of the RFM solutions is dependent on the availability cal withtheRMS error 0.01 pixel. 
and the usage of ground control points (GCPS). In order to The RFM solutions are determined by the data vendor us- 
obtain a more accurate RFM solution, the user may be asked ing a proprietary physical  enso or model. The accuracy of the 
to supply GCPS to the data vendor. However, control infor- RFM solutions is dependent on the availability and the usage of 
mation may not be available at the time of data processing the GCPS. If accurate RFM solutions are required, GCPs are need- 
or cannot be supplied due to some reasons (e.g., politics or ed and are incorporated into the RFM solution process. In this 
confidentiality). This paper addresses a means to update or case, the user may be a ~ k e d  to supply the GCPs to the data ven- 
improve the existing RFM solutions when additional G C P ~  are dor. However, the GCPS may not be available at the time of proc- 
available, without knowing the physical sensor model. From essing or cannot be supplied due to some reasons (e-g., politics 
a linear estimation perspective, the above issue can be tackled or confidentiality). 
using a phased estimation theory. In this paper, two methods If additional GCPS are available, one may ask if it is possible 
are proposed: a batch iterative least-squares (BILS) method to update or improve the existing RFM solutions (provided, for 
and an incremental discrete Kalman filtering (IDKF) method. example, by the vendor). In this paper, we present an approach 
Detailed descriptions of both methods are given. The feasi- to update and/or improve the existing RFM solutions when ad- 
bility of these two methods is validated and their perform- ditional GCPs are available, given that the physical sensor 
ances are evaluated. Some results concerning the updating model is unknown. In the next section, we briefly describe the 
of Ikonos imagery are also discussed. RFM by introducing a least-squares solution as well as two com- 

putation scenarios for RFM determination. In the following 
Introduction section, we present two methods for updating the initial RFM 
A rational function is a function that can be represented as the solution, namely, a batch iterative least-squares (sns) method 
quotient of two polynomials. Mathematically speaking, all and an incremental discrete Kalman filtering (IDKF) method us- 
polynomials are rational functions (Newman, 1978). The ratio- ing additional GCPS. Finally, we show the results computed by 
nal function model (RFM) in this context is a sensor model rep- both the sns and IDKF methods to demonstrate the feasibility 
resenting the imaging geometry between the object space and and the performance of each method. An aerial photograph 
the image space. and an Ikonos stereo pair were used in the experiments. The 

The RFM has gained considerable interest recently mainly left and right images of the Ikonos stereo pair were updated 
due to the fact that Space Imaging Inc. (Thornton, Colorado) and three-dimensional reconstruction was done to check the 
has adopted the RFM as a replacement sensor model for image possibility to update the rational function coefficients (RFCS) 
exploitation. The RFM is provided to end users for photogram- without further information about their covariance. 
metric processing instead of the Ikonos physical sensor model. 
Such a strategy can serve two purposes. On the one hand, the 
use of an RFMmay help keep information about the sensor con- S O ~ U ~ ~ O ~ S  to the Rational Function Model 
fidential because it is difficult to derive the physical sensor 
parameters from the RFM. On the other hand, rational function Direct and Iterative LeastSquares Solutions 
models facilitate the exploitation of high-resolution satellite The WM uses a ratio of two polynomial functions of ground co- 
imagery by end users. With the RFM provided, users and devel- ordinates to compute the row image coordinate, and a similar 
opers are able to perform photogrammetric processing such as ratio to compute the column image coordinate. The two image 
ortho-rectification, 3D feature extraction, and DEM generation coordinates (row and column) and three ground coordinates 
hom imagery without knowing the complex physical sensor (e.g., latitude, longitude, and height) are each offset and scaled 
model (Tao and Hu, 2001a; Tao and Hu, 2001b). Tests have to fit the range from -1.0 to 1.0 over an image or an image sec- 
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tion. A detailed description of this normalization process can 
be found in OpenGIS Consortium (1999). For the ground-to- 
image transformation, the defined ratios of polynomials have 
the form (Greve, 1992) 

where rn and cn are the normalized row and column indices, re- 
spectively, of pixels in the image; Xn, Yn , and Yn are normal- 
ized coordinate values of object points in ground object space; 
and a,k, blJk, ciJk, and di!k are polynomial coefficients called ra- 
tionaf function coefficients [RFCS). The maximum power of 
each ground coordinate (ml, m2, m3, n l ,  n2, and n3) is typi- 
cally limited to 3; and the total power of all ground coordinates 
is also limited to 3. The unknown WCs can be solved for by us- 
ing a linear least-squares method. The linearized form of Equa- 
tion l with respect to the RFCs can be written as 

1 Z Y X  Y3X3 rZ rY ----...------... r 
B B B B  B  B  B  B  B . J - B  (2a) 

rY3 rx31 
1 Z Y X  Y3X3 c z  CY ---- ... -- - - - - ... - 
D D D D  D D D D 

vi = Bv, = [I Z Y X Y3 X3 -rZ -rY ... -rY3 -rX3] J - r 

where 

B  = (1 Z Y X ... Y3 X3) . (1 b1 ... blJT 

J = (a, a, ... a,, b, b2 ... blglT 

D = (1 Z Y X ... Y3 X3) . (1 dl ... d19)T 

K = (c, c, clg dl d2 ... 

1 z1 ... x; -c,Z1 ... -clx; 
1 z2 ... x; -c,z2 .-. -c2x; 

N = :  I . . . .  : .  . : . 1 , 

and W can be considered as the weight matrix for the residuals 
at the left side of Equation 3: i.e., 

l'he normal equation is then 

There are two solutions to Equation 5, the direct solution 
(3a) and the iterative solution. The dkect solution to the RFCS is 

given bv setting W to be the identitv matrix. In this case, the nor- 
&a1  hatio ion <can be solved usini a standard least-s bares 

v L  = -= YX'.' Y3 X3 -cZ-cY "' -cY3 -cX31 ' - 
method. As for the iterative solution, the initial value 80) of the 

(3b) coefficients can first be solved using the direct method; then 
W(fi and I(O can be calculated by solving the normal equation it- 
eratively until some termination condition is satisfied. The de- 
tails regarding the two solutions as well as their comparative 
study results can be found in Tao and Hu (2001~; 2001d). 

Assuming that the covariance of error, Re, associated with 
image pixel coordinates is known, the covariance matrix P as- 
sociated with the coefficients I can be computed by (Krakiw- 
sky, 1990) 

Given n GCPS, the observation error equations can be formed as The covariance of GCPS in the image after the solution is 
then given by 

C = TPTT + RG [~]=["{T].[~~~].[x]-[-"~c].[~] 0 wc 0 wc (4a) (7) 
where TPTT is introduced by the ground-to-image transforma- 
tion of the WM (Equation 1). 

where 

(4b) Determination of RFCs 
The RFCS can be solved for with or without knowing the physi- 
cal sensor model. With the known physical sensor model, an 
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image grid covering the full extent of the image can be estab- 
lished and its corresponding 3D object grid can be generated, 
with each grid point's coordinates calculated from its corres- 
ponding image point using the physical sensor model. Then 
the RFCS can be estimated using a direct least-squares solution 
with an input of the object grid points (X, X Z) and the corres- 
ponding image grid points (r, c). Tests have shown that the RFM 
determined using this approach can achieve a very high fitting 
accuracy to its corresponding physical sensor model, and, thus, 
it can be used as a replacement sensor model for photograrn- 
metric restitution (Paderes and Mikhail, 1989; Madani, 1999; 
Yang, 2000; Tao and Hu, 2001~). It is a fact that, in this ap- 
proach, no actual terrain information is required. The RFM per- 
forms as a fitting function between the image grid and the ob- 
ject grid. Therefore, if the RFM is used for ortho-rectification and 
3D reconstruction, the achievable accuracy is subject to the 
physical sensor model used. We call this approach the terrain- 
independent solution to the RFM (Tao and Hu, 2001~). 

Without knowing the physical sensor model, the 3D object 
grid cannot be generated. Therefore, a sufficient number of 
GCPs on the terrain surface have to be collected in a conven- 
tional manner (e.g., from maps or a DEM). The iterative least- 
squares solution with regularization is then used to solve for 
the RFCS. In this case, the solution is highly dependent on the 
actual terrain relief, the number of GCPS, and their distribution 
across the scene. We caIl this approach the terrain-dependent 
solution to the RFM. Unless a large number of densely distrib- 
uted GCPS is available, this approach may not provide a suffi- 
ciently accurate and robust solution to the RFM [Toutin and 
Cheng, 2000; Tao and Hu, 2001~). Because the RFM that is solved 
using this approach has no link to the physical sensor, it cannot 
be used as a replacement sensor model. However, this ap- 
proach can be used as a general tool for image registration with 
some advantages and unique characteristics compared to the 
regular polynomial based methods (Tao and Hu, 2001d). 

Update of Solutions Using Additional GCPs 
Two methods are proposed to update the RFM solutions line., the 
RFC values), given no knowledge of the physical sensor model. 
Assuming that the values of the RFCS have been pre-deter- 
mined-when both the original and the additional GCPs are 
available-the values of the RFCS can again be solved for using 
the batch iterative least-squares method. When only the addi- 
tional GCPS are available, an incremental method can be ap- 
plied. Here, the original GCPs refer to those used to compute 
the initial RFC values, whereas the additional GCPS are inde- 
pendently collected and are not used to solve for the initial 
RFC values. 

Batch Iterative Least-Squares (BIB) Method 
For this method, we use both the original and the new control 
points to re-calculate the RFCS in a batch manner. This can be 
fulfilled by simply incorporating all the control points into the 
normal equation (Equation 5) with appropriate weighting for the 
original and new control points. In fact, this method may be 
used by the vendor when both the original and the new GCPS 
are known. 

Incremental Dhrete Kalman Fllterlng (IDKF) Method 
For this method, the existing solution computed using the orig- 
inal GCPs can be updated in an incremental manner, provided 
that both the RFCs I and the covariance matrix P (Equation 6) 
associated with them are known. This method can be used by 
end-users to update the existing RFM solutions (provided by the 
vendor) using the new GCPS, which may be collected from time 
to time. 

Process Model 

Because the true values ofthe RFCS are constant with respect to 
time, this static process with the linear measurement of the 
process can be modeled in the form 

where wk is the process noise vector assumed to be a white se- 
quence with known process noise covariance matrix a, and 
v k  is the measurement error vector assumed to be a white se- 
quence with known covariance structure R k  that is associated 
with the image pixel coordinates of new GCPS. The vectors wk 
and v k  are assumed independent of each other. In practice, Rk 
is usually determined when collecting new Gas ,  while (L, is 
usually determined on the basis of experience and trial. Al- 
though the true values of the RFCS do not change from step to 
step, assuming a non-zero value for Qk usually allows for more 
flexibility in tuning the FWCS as demonstrated in the 
experiments. 

Incremental Updating by Discrete Kalman Filtering 

To update the initial solution, the static process (Equation 8) 
with linearized measurements (Equation 9) can be solved for 
each group of new control points using an incremental tech- 
nique based on the discrete Kalman filter (Brown and Hwang, 
1997) or sequential least squares (Krakiwsky, 1990). The Kal- 
man filter is usually applied to complicated temporal prob- 
lems. Because the new GCPs may be available in a serial manner, 
the Kalman filter is applied to a spatial problem here due to its 
recursive nature. 

(1) Predicate the a pn'ori estimate and its covariance matrix, 

I i  = Ik+ 

P i  = Pk-1 + Qk-l 

where the "super minus" indicates that this is the estimate 
prior to assimilating the new measurements. 

(2) Compute the Kalman gain 

= P ~ T ;  [ T ~ P C T ~  + 
( 3 )  Update the a priori estimate II; by adding weighted residuals 

&om the new measurements 

Ik = IL + Kkvk, Vk = G k  - T k I k  
(4) Compute the covariance for the updated estimate Ik 

Pk = (E - K k T k ) P ~  
(5 )  Compute the covariance of error for new GCPs 

ck = T ~ P ~ T ;  + R~ (10) 
The RFC solution can be updated completely by assimilat- 

ing all of the new control points, thus running Steps (2) to (5) 
only once. Alternatively, the new control points can be broken 
into smaller groups, thereby requiring Steps (2) to (5) to be re- 
peated for each group of new control points. It can be found in 
this incremental method that the covariance matrix associated 
with the RFCs of the initial solution is important for controlling 
the system sensitivity to the new GCPS, and for obtaining cor- 
rect covariances for the new GCPS. 

Experimental Results and Evaluation 
Test Data Sets 

Aerial Photograph Data 

The test data were provided by Intermap Technologies Gorp., 
Calgary, Canada. The digitized image (from an aerial photo- 
graph) with a 1-meter ground resolution and a DEM with a 2.5- 
meter ground resolution were used to collect control points. 
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The DEM was acquired by Intermap's STAR4 airborne InSAR 
system in the Morrison, Colorado region. First, the aerial image 
was ortho-rectified using its collinearity equations and was re- 
sampled to a ground resolution of 2.5 meters so that it matched 
the DEM of 2.5 meters ground resolution. Then, a set of 50 GCPs 
well-distributed over the test region was collected from the or- 
tho-rectified aerial image and the corresponding DEM. The 
measurements in the image are considered to be independent 
and have an error of zero mean with a standard deviation of 0.75 
pixels in the original digitized image. The elevation of the se- 
lected GCPS varies from 1657.84 meters to 2059.39 meters. In the 
experiment, this set of 50 GCPS was used to compute the initial 
values of the WCS. An independent set of 49 points was col- 
lected from the original ortho-rectified aerial image (with a 1- 
meter ground resolution) to serve as additional control points 
and check points. The standard deviation of image measure- 
ments is assumed to be 0.30 pixels in the image. Figure 1 pro- 
vides a 3D view of the distribution of the 50 GCPs (marked by 
dot "e"), and 49 additional points (marked by cross "+"I. 

Ikonos Stereo Images 

The data were collected in a power development region in 
southern Ontario, Canada. An Ikonos stereo pair was acquired 
by Space Imaging on 1 2  July 2001. Both panchromatic 11-bit 
images were geometrically corrected to the standard level with 
a ground pixel size of 1 meter. Each image was supplied to- 
gether with a set of RFCS and normalization parameters (i.e., 
offsets and scales), which were determined by the terrain-inde- 
pendent approach. The physical Ikonos sensor model was de- 
rived from the satellite ephemeris and attitude without using 
GCPs. The specified horizontal accuracy of standard Ikonos 
stereo products is 25 m CE90 (Grodecki and Dial, 2001). 

We collected 28 ground points from the Canadian Geo- 
spatial Data Infrastructure (CGDI) Data Alignment Layer in the 
overlapped area of the stereo pair. The CGDI Data Alignment 
Layer (CDAL) data set consists of many feature points derived 
from the Canadian National Topographic Database. The feature 
points were available with longitude and latitude known. We 
chose the road intersection points among four types of feature 
points because they are more easily identifiable in the Ikonos 
images used. The horizontal accuracy of the CDAL intersection 
points is specified as 10 mat the 95 percent confidence ellipse 
(CDAL, 1999), which is approximately equivalent to a 4.1-m 
root-mean-square error (RMSE). The elevations of the intersec- 
tion points were derived from the Canadian Digital Elevation 

, . ' .  . . . . ... 

Figure 1. The distribution of control and check points. 

Data (CDED) set in the same region. The CDED DEM records eleva- 
tion values referring to the Canadian Geodetic Vertical Datum 
of 1928 ( C G V D ~ ~ )  orthometric heights, which is different from 
the WGS84 ellipsoidal heights used for Ikonos imagery. The ex- 
act conversion of elevation values between these two geodetic 
systems was done using GPS-HT, released by the Geodetic Sur- 
vey Division, Natural Resources Canada. GPS-HT allows GPS, 
DGPS, and WADGPS users in Canada to convert North American 
Datum ( N A D ~ ~ )  ellipsoidal heights to CGVD28 orthometric 
heights. The conversion accuracy was estimated as +5 centi- 
meters with 95 percent confidence in the southern regions of 
Canada. For each intersection object point, the line (row] and 
sample (column) coordinates of its corresponding image 
points in the left and right images were collected, and the image 
line and sample coordinates were assumed to have a measure- 
ment error of 0.3 pixel RMSE. 

Results and Evaluation 

Test Case 1 

Among the 49 additional points, nine points were selected as 
additional GCPS, and the other 40 points were used as check- 
points (Cws). The range in terrain relief for these CKPs is 35 7.07 
meters. To solve for the WCs, the terrain-dependent approach 
was used. First, the initial estimates for the RFCS were solved for 
with the first set of 50 GCPS. Then, both the B I L ~  and IDKF meth- 
ods were used to obtain the updated RFC estimates. The IDKF 
method was applied by adding the nine additional GCPs one by 
one and assigning higher weights to those new GCPs as they 
were collected from higher resolution imagery. For the purpose 
of checking the accuracy of the updated solution, we fixed the 
process noise covariance at Q = The 40 Cws were used to 
calculate their corresponding positions in the image using the 
ground-to-image transformation of the RFM (Equation 1) with 
the new RFC estimates. The Euclidean distance between the cal- 
culated positions and the measured positions was used as an 
indicator for error residuals. 

A part of the experiment results is presented in Table 1, 
showing results computed by the BILS and IDKF methods. The 
root-mean-square error (RMSE) and the maximum absolute error 
at CKPS in the image row and column directions are listed. The 
residual vectors at CKPS for the initial estimate are plotted in 
Figure 2a. The marks with cross symbol indicate the image po- 
sitions of the 40 C ~ S .  The residual vectors at CKPS for the final 
updated estimate are plotted in Figure 2b. The marks with a 
small circle indicate the image positions of the nine additional 
control points. The residual vectors at CKPs from the BILS solu- 

TABLE 1. IMAGE ROW AND COLUMN RESIDUALS AT 40 CHECKPOINTS 
(UNIT: PIXEL) 

BILS IDKF 
Number R~, Column Row Column 
of new 
GCPs RMSE MAX RMSE MAX RMSE MAX RMSE MAX 

0 (initial 
estimate) 

1 
2 
3 
4 
5 
6 
7 
8 

9 (final 
estimate) 
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tion for all 59 GCPs are shown in Figure 2c. Figures 3a and 3b To obtain a single term representing the adjustment accu- 
delineate the total errors (i.e., the residuals combining row and racy at new GCPS, the average standard deviation is used. It is 
column directions) at CKPS during the updating process by the defined as the root mean of the diagonal elements of the covari- 
BILS and IDKF methods, respectively. ance matrix (i.e., Equation 7 for the BILS method and Equation 

0 - 0 
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Figure 2. (a) Residual vectors at 40 checkpoints for the 
initial estimate. (b) Residual vectors at 40 checkpoints for 
the final estimate by the IDKF method. (c) Residual Vectors 
at 40 checkpoints for the final estimate by the BlLS method. 
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Figure 3. (a) Total errors at 40 checkpoints by the BILS 
method. (b) Total errors at 40 checkpoints by the IDKF 
method. 

10 for the IDKF method). The computed average standard devia- 
tions for the image row and column directions at the new GCPs 
are listed in Table 2. The first row in Table 2 is the average stand- 
ard deviation for the initial estimate using the original 50 GCPS. 

Before updating, the total RMS error and the maximum ab- 
solute error at the CKPs using the 50 GCPs are 1.45 pixels and 3.32 
pixels, respectively. For the Bns method after using the 59 GCPs, 
the total RMS error and the maximum absolute error at the CKPS 

Number 
of new 
GCPs 

0 (initial 
estimate) 

1 
2 
3 
4 
5 
6 
7 
8 
9 

BILS 

Row 

1.001 

0.408 
0.406 
0.404 
0.399 
0.401 
0.402 
0.404 
0.405 
0.402 

Column 

1.001 

0.400 
0.393 
0.397 
0.391 
0.396 
0.400 
0.403 
0.404 
0.400 

TABLE 3. IMAGE ROW AND COLUMN RESIDUALS AT NINE CHECKPOINTS 
(UNIT: PIXEL) 

Number 
of new 
GCPs 

0 (initial 
estimate) 

5 
10 
15 
20 
25 
30 
3 5 
40 

BILS IDKF (groups of five) 

Row Column Row Column 

RMSE MAX RMSE MAX RMSE MAX RMSE MAX 

0.894 1.428 1.151 3.253 0.894 1.428 1.151 3.253 

IDKF 

Row Column 

are 1.23 pixels and 3.10 pixels, respectively. For the final up- 
dated solution using the IDKF method, the total RMS error and 
the maximum absolute error at the CKPs are 1.42 pixels and 2.93 
pixels, respectively. An improvement in terms of the final ac- 
curacy and the distribution of errors is noticeable after adding 
nine additional control points. 

Although the average standard deviations estimated at the 
new GCPs are smaller than those at the original 50 GBs (see 
Table 2), the final estimate is only slightly superior to the initial 
estimate at the CKPs. This is due to the fact that only nine new 
GCPS were added to the adjustment. The contribution is not sig- 
nificant compared to the large number of GCPs used to obtain 
the initial estimate for the RFCS. It is also found that a small 
number of additional GCPS may not always improve the estima- 
tion accuracy at the CKPS (see Figures 3a and 3b). 

Test Case 2 

Among the 49 points, the nine points selected as additional 
GCPS in Test Case 1 were used as CKPs in Test Case 2, and the 
other 40 points were used as additional GCPs. Similar to Test 
Case 1, the initial estimate of the RFCS was first solved for using 
the terrain-dependent approach with the 50 GcPs. Then the ini- 
tial estimate of the RFCS was updated using both the sns and 
IDKF methods. For the IDKF method, the results were calculated 
by adding the additional GCPS one by one and in groups of five 
points, also assigning a higher weight to those new GCPS. 

In Table 3, the RMS and maximum absolute errors at CKPS 
using both the BILS and IDKF methods with groups of five new 
GCPS (i.e., five GCPs are assimilated each time) are provided. In 
Table 4, the average standard deviations at the new GCPS are 
listed, showing results computed by the BnS method and the 
IDKF method with new GCPS added one by one and in groups of 

Number 
IDKF IDKF 

BILS (one by one) (groups of five) 
of new -- 

GCPs Row Column Row Column Row Column 

0 (initial 
estimate) 

5 
10 
15 
20 
25 
30 
35 
40 
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Figure 4. (a) Total errors at 9 checkpoints by the BILS method. (b) Total errors at 9 checkpoints by the IDKF method. I 

five. Figures 4a and 4b delineate the total errors at CQs during 
the updating process by the BILS method and the D K F  method 
(groups of five), respectively. 

The total IXMS and maximum absolute errors at the CKPs us- 
ing the 50 GCPs only reach 1.46 pixels and 3.55 pixels, respec- 
tively, before updating. For the sns method, the total RMS and 
maximum absolute errors at the CKPs using the 90 GCPs are 0.72 
pixel and 1.42 pixels, respectively. For the IDKF method, the to- 
tal RMS and maximum absolute errors at the C ~ S  for the final 
updated solution are 1.17 pixels and 2.44 pixels when adding 
new GCPS one by one, and 0.91 pixel and 2.00 pixels when add- 
ing new WPS in groups of five. The RMS and maximum absolute 
errors at the CQS decrease to about half of the initial estimates. 
It shows that the accuracy is improved quite significantly when 
a comparable number of additional WPs become available. 

Test Case 3 

The Ikonos stereo-pair data were used in this test. Among the 
28 points collected, 20 points were used as additional GCPS, 
and the remaining eight points were used for accuracy checking 
purpose. First, we evaluated the accuracy of the RFCS supplied 
for each image using the eight checkpoints before updating. 
Then, the 20 GCPS in groups of five were used to update the WCS 
pertaining to the left image and right image, respectively, using 
the IDKF method. Because the covariance associated with the 
WCs were not provided, it's assumed to be a zero matrix (i.e., P 
= o), and a very small value for the process noise covariance Q 
was set to allow for the RFCS updating. The accuracy of the new 
set of RFCS was evaluated at the eight checkpoints, respec- 
tively, for the left and right images. A portion of the results is 
listed in Table 5. Finally, the wcs of the stereo pair before and 
after updating were used to do a 3D reconstruction with the for- 
ward rational function model (Di et a]., 2001; Tao and Hu, 
2001b). The initial ground coordinates were determined by 
solving the RFM omitting all the second- and third-order terms. 
The accuracies of the 3D reconstruction results in ground space 
are compared in Table 6. It shows that the use of the initial RFCs 
of the Ikonos stereo pair yields a horizontal accuracy of 11.1 m 
CE9O and a vertical accuracy of 5.6 m LE90. Using the IDKF 
method with the additional 20 GCPs, the accuracies become 6.1 
m CE9O and 3.8 m LE90, respectively, for the second updating. 
Testing of the Ikonos 3D mapping accuracy is beyond the scope 
of the paper; interested readers may refer to papers by Baltsav- 
ias et al., (2001), Fraser et al., (2001), and Toutin et al., (2001). 
More detailed descriptions about the 3D reconstruction algo- 
rithms using the RFM can be found in Tao and Hu (2001b). 

Because the covariance P associated with the RFCS was not 
supplied, we let it be zero, and carefully chose a process noise 
covariance Q. Improvements were achieved when the value of 
Q is between 10-l2 and This range is around the magni- 
tude of the smallest value of the WCS, which is between 
and 10-lo for the Ikonos stereo pair. However, large values for 
Q (e.g., greater than will certainly make the second- and 
third-order terms in the RFM more important. Of course, we can 
reasonably expect that the updating should be more reliable 
when P is provided for Ikonos imagery. 

The numerical results listed in Tables 5 and 6 show that 
both the ground-to-image transformation and the 3D recon- 
struction are improved after assimilating 20 new WPS. Al- 
though the accuracy of the new GCPS used in this test is limited, 
the improvement is still satisfactory. This shows that the pro- 
posed method can improve the RFCs accompanying the Ikonos 
standard level stereo products when using additional control 
points. 

Conclusions 
When additional control information becomes available, the 
initial RFM solutions can be updated using the two methods 
proposed, namely, the B a s  and IDKF methods, with the absence 
of the physical sensor model. The BILS method incorporates all 
the control points, including those used to calculate the initial 
estimate of the RFCs, simultaneously into its estimation process, 
while the DKF method is applied incrementally when only the 
new control points are known. It is realized that end-users can 
expect good results if the covariance matrices for the WCs and 
the image measurements can be made available (by the data 
vendor who calculated the RFM initially). 

The accuracy of RFM solutions can be improved using these 
two methods when a significant number of new GCPS is avail- 
able. However, they may not result in a better accuracy at check- 
points if the additional control points are not sufficient or the 
covariance matrices used are not appropriate. The IDKF method 
is comparable to the sns method in terms of the accuracy at 
checkpoints. It was shown that, for discrete Kalman filtering, 
assimilating groups of several control points is smoother than 
incorporating only one point at a time. It was also found that 
assuming a very small but non-zero value for the process noise 
covariance often leads to better precision at the CQS in our ex- 
periments. This is expected because there are correlations to 
some extent between the RFCS. 

In reality, end users often do not have the control points 
used by the vendor in calculating the initial estimate of the 
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Imaee 

Updating 1 (Q = lo-'') Updating 2 (Q = lo-') 

Number Line Sample Line Sample 
of new 
GCPs RMSE MAX RMSE MAX RMSE MAX RMSE MAX 

Right 

Left 0 (initial 
estimate) 

5 
10 
15 
20 

0 (initial 
estimate) 

5 
10 
15 
20 

TABLE 6. RMS (MAX.) ERRORS AT EIGHT CHECKPOINTS AFTER 3 D  
RECONSTRUCTION 

Easting Northing Height 
(meters) (meters) (meters) 

3D 
Reconstruction RMSE MAX RMSE MAX RMSE MAX MEAN 

Initial estimate 3.325 5.924 6.603 9.012 3.383 5.440 -2.694 
Updating 1 2.889 5.004 3.607 5.834 2.420 4.149 -1.192 
Updating 2 2.318 4.690 3.158 5.278 2.282 4.299 1.023 

WCS. In order t o  facilitate users t o  update  t h e  W M  solutions us- 
ing additional control information, i t  is suggested that the  co- 
variance matrix of the  RFCS b e  included in the  image transfer 
meta-data. This  helps users to  achieve a better updating solu- 
tion by controlling the  system sensitivity t o  n e w  control infor- 
mation i n  the  Kalman filtering process. Based o n  the  tests us- 
ing Ikonos images, w e  c a n  expect a satisfactory refinement 
using the  IDKF method, although the  covariance of the  WCs is  
not provided. 

It is  worth noting that the  incremental technique can  also 
b e  used as  a quality assurance tool to  verify the  existing esti- 
mates using the  obtained GCPs of high accuracy, o r  to  determine 
the quality of n e w  control information relative to  the  given mM 
solutions. 
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